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#### Abstract

A race-like model is developed to account for various phenomena arising in simple reaction time (RT) tasks. Within the model, each stimulus is represented by a number of grains of information or activation processed in parallel. The stimulus is detected when a criterion number of activated grains reaches a decision center. Using the concept of statistical facilitation, the model accounts for many classical effects on mean simple RT, including those of stimulus area, stimulus intensity, stimulus duration, criterion manipulations, redundant stimuli, and the dissociation between intensity effects on simple RTs and temporal order judgments. The model is also consistent with distributional properties of simple RTs. © 2003 Elsevier Science (USA). All rights reserved.


## 1. Introduction

Ample neurophysiological data indicate that the feed-forward coding of incoming sensory information (e.g., Delorme, Richard, \& Fabre-Thorpe, 2000; Fabre-Thorpe, Delorme, Marlot, \& Thorpe, 2001) is massively parallel. For one thing, largely separate neural systems simultaneously code auditory, visual, and tactile stimuli (e.g., Martin, 1991). In addition, parallel subsystems code different attributes within each sensory modality, as exemplified by the separate coding of form, color, and motion

[^0]within the visual system (e.g., Kandel, 1991). Finally, parallel processing is the rule even within specific neural subsystems; even a small visual stimulus, for example, influences the activities of many neurons in primary visual cortex (e.g., Hubel \& Wiesel, 1959, 1962; Wässle, Grunert, Rohrenbeck, \& Boygott, 1990), and analogous effects seem to be present in the auditory system (Rauschecker, 1998).

Neurophysiological data also suggest that the parallel representation of sensory information may be maintained even to the level at which sensorimotor connections are made. The motor cortical areas accept inputs in parallel from a variety of areas that are themselves driven by sensory systems (e.g., thalamus; Ghez, 1991). Indeed, the primary motor cortex may even accept inputs directly from various sensory areas, because the activity of some of its neurons is time-locked better to stimulus onset than to motor responding (Requin, Riehle, \& Seal, 1992).

The possibility of parallel pathways from the sensory systems to the motor system has important implications for modeling of simple reaction time (RT) tasks. When the observer must initiate the response as quickly as possible following the detection of any stimulus onset, the reaction process may be conceived of as a race between different parallel sensory inputs to the motor system, with response latency determined by the fastest racer or perhaps the fastest group of racers.

Raab (1962b) was the first to propose a race model for simple RT, suggesting that a race could explain the redundant signals effect (RSE) observed in divided-attention tasks. When the observer must make the same speeded response to either a visual signal or an auditory one, for example, mean RT is less when both signals are presented (redundant signals) than when only one is presented. In Raab's model, the decision to respond was made when either the visual or the auditory signal was detected, so a single racer was assumed to include all of the information from a single stimulus. The latencies of the visual and auditory detection processes were random variables with overlapping probability distributions. Responses to redundant signals were especially fast because the decision was determined by the winner of a race between the two separate detection processes. With overlapping distributions of finishing times, the laws of probability dictate that the faster of two racers finishes in less time, on average, than either of the individual racers. ${ }^{1}$ Thus, Raab suggested the label "statistical facilitation" for this explanation of the RSE.

Raab's (1962b) analysis of statistical facilitation has been extremely influential in the study of the RSE. As is discussed further later, there has been considerable work aimed at deriving and testing quantitative predictions of Raab's model (e.g., Colonius, 1986, 1987, 1988; Diederich, 1992; Miller, 1982b; Mordkoff \& Yantis, 1991; Townsend \& Nozawa, 1995; Ulrich \& Giray, 1986; Ulrich \& Miller, 1997). In addition, there have been attempts to modify the race model so that it can be reconciled with contradictory findings (e.g., Mordkoff \& Yantis, 1991). For the present purposes, however, there are two important limitations of Raab's model. First, it has been applied only to the RSE observed in divided-attention tasks. The available

[^1]physiological evidence for parallel coding suggests that the concept of statistical facilitation could be applied much more widely than this. Second, each stimulus is represented by a single racer, as noted earlier. ${ }^{2}$ The assumption of a single racer per stimulus simplifies the mathematical analysis and it has also been made in other race models of sensory and perceptual detection processes (e.g., Bundesen, 1987, 1990). Nonetheless, it seems inconsistent with evidence that each stimulus activates multiple parallel codes. The purpose of the present article is to propose a more general race model for simple RT with neither of these limitations; we show that the race mechanism could explain a number of phenomena within simple RT, given the reasonable assumption that each stimulus activates a number of codes in parallel.

In view of the massively parallel nature of sensory processing, it is perhaps surprising that models of simple RT have not given more emphasis to race processes and statistical facilitation. In choice RT tasks, these concepts have been used to model not only perceptual processes (e.g., Bundesen, 1987; Van der Heijden, 1981), but also cognitive processes (e.g., Kounios, Osman, \& Meyer, 1987; Logan \& Cowan, 1984; Meyer, Irwin, Osman, \& Kounios, 1988; Ruthruff, 1996), memory processes (e.g., Logan, 1988; Townsend \& Ashby, 1983; Vorberg \& Ulrich, 1987), and motor processes (e.g., Osman, Kornblum, \& Meyer, 1986; Ulrich \& Wing, 1991). In the literature on simple RT, however, most models of sensory detection latencies have postulated a single channel within which evidence accumulates (but see Burbeck \& Luce, 1982; Rouder, 2000, and Smith, 1995, for two-channel models).

The present article develops a general framework for the analysis of simple RT tasks, emphasizing the concepts of race processes and statistical facilitation. This framework borrows from previous detection latency models the basic idea of a noisy evidence accumulation process. The framework departs from earlier approaches, however, in that it allows each stimulus to activate multiple codes or grains in parallel, and it views the detection process as a race between these grains. Each grain is assumed to represent the concerted activity of a large number of neurons, as does a unit in a neural network model (e.g., Rumelhart \& McClelland, 1982). Thus, different grains can be regarded either as qualitatively different information codes (e.g., Miller, 1982a, 1988; Treisman, 1988), as detectors of different types of stimulus features (e.g., Burbeck \& Luce, 1982; Estes, 1950), or as separate packets of activation (e.g., Anderson, 1977; McClelland, 1979).

Within this framework, we develop a specific model that can explain various detection latency phenomena previously modeled in isolation from one another, if at all. For example, it is well established that simple RT decreases with increases in the size, brightness, or duration of a visual stimulus. We will show that a relatively simple set of core assumptions involving race processes provides a framework within which statistical facilitation can provide a unified explanation of these and other phenomena.

[^2]
## 2. The Parallel Grains Model (PGM)

In this section, we describe the assumptions of PGM and develop it as a framework within which to explain various simple RT phenomena in later sections. The primary goal of this section is to derive the predicted mean RT. This derivation proceeds in three steps: (a) present the assumptions of the model; (b) analyze the distribution of each grain's arrival time at a decision center; (c) show how the mean RT can be obtained from the joint effects of all grains.

### 2.1. Assumptions

Fig. 1 may be used to illustrate PGM's assumptions, because it depicts the race process within the model. Each of the four panels corresponds to a single trial; that is, it provides a simulation of all activation and transmission processes on that trial. The pulses at the top of the figure depict the temporal courses of two stimuli of duration $d=50 \mathrm{~ms}$, with a relatively intense stimulus on the left and a relatively weak one on the right. The simulation within each panel depicts the system's response to the stimulus above it. The specific assumptions about this process are as follows.

1. The basic assumption is that each stimulus can potentially activate a number of independent grains from a pool of $G$ available grains, where $G$ will be assumed to depend on stimulus characteristics (e.g., size). In each panel of Fig. 1, for example, $G=9$. In general, we imagine that $G$ is large, so that each individual grain makes a small contribution to the overall activation, mimicking a gradual increase. Fortunately, we need not make any specific assumptions about the number of grains to analyze the properties of PGM, because predictions can be derived for any value of $G$.
2. When a stimulus is abruptly presented at time $t=0$, each grain will be activated with a certain probability $\alpha$ that depends on both the intensity and the duration of the stimulus. In Fig. 1, for example, the activation process for each grain is denoted by the solid line beginning at stimulus onset. If this process finishes before the stimulus is terminated, then activation occurs, as denoted by the small arrowheads at the ends of some but not all of the grains' solid lines. Out of the full set of $G$ available grains, then, a random number $\mathbf{N}$ will actually be activated on each trial. ${ }^{3}$ The time needed for the activation of a single grain to occur, which we will call the activation time, is a random variable $\mathbf{X}$ that also depends on stimulus characteristics.
3. After a single grain has been activated, some time $\mathbf{Y}$ is required for this activation to be transmitted to a decision center. In Fig. 1, this transmission process is denoted for each grain by a dotted line. Because of inherent neuronal noise (e.g., Schmolesky et al., 1998; Seal \& Commenges, 1985), this transmission time $\mathbf{Y}$ is also a random variable. The total time required for a grain to reach the decision center,
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Fig. 1. Illustrations of the race processes assumed by PGM. Each of the four panels corresponds to the race process on a single trial. The two trials shown on the left were driven by a 50 ms intense stimulus, depicted by the pulse at the top left, and the two trials on the right were driven by a weaker stimulus of the same duration. In each trial, nine grains are available for activation. For each grain, an activation process begins at stimulus onset, as depicted by a solid line, and the successful completion of this activation is denoted by a small arrowhead. Once a grain becomes active, a subsequent transmission process begins, denoted by a dotted line, and it completes at the large arrowhead at the right end of each line. Note that grains are more likely to be activated by the intense stimulus on the left than by the weak one on the right. The detection time $\mathbf{D}$ depends on the criterion value, $c$. For example, with $c=3$, the detection time would correspond to the third-fastest grain finishing time within each set, as indicated by the asterisks.
which we will call its arrival time at the decision center, is thus $\mathbf{T}=\mathbf{X}+\mathbf{Y}$. Clearly, different activated grains will arrive at different times.
4. Stimulus detection occurs when sufficient grains have arrived to satisfy a decision criterion, $c$, and we will refer to the time when this happens as the detection time, D. In Fig. 1, for example, the criterion is $c=3$, so detection occurs when the thirdfastest grain arrives at the decision center, as indicated for each trial by the asterisk and the $\mathbf{D}$ on the time line.
5. Once detection has occurred, the decision center signals the motor system to initiate the response. Some further time (not illustrated in Fig. 1) is then needed by the motor system before the overt response is initiated, including all the distal processes needed to organize the motor response and begin its execution. The duration of these processes will be called the motor time, M. Thus, RT is equal to the sum of the detection time and the motor time

$$
\begin{equation*}
\mathrm{RT}=\mathbf{D}+\mathbf{M} \tag{1}
\end{equation*}
$$

In the remainder of this section, we derive mathematical expressions to examine the predictions of this model and in later sections we demonstrate how it provides a unified account for numerous classical phenomena in the literature on simple RT. Besides the assumptions stated above, however, some additional subsidiary assumptions are needed to make the model mathematically tractable, as is usually the case in the construction and evaluation of scientific theories (cf. Bunge, 1967).

In line with most other RT models (cf. Luce, 1986), a key subsidiary assumption is that $\mathbf{M}$ is approximately constant. It is virtually impossible to provide a mathematically tractable RT model that includes all processes from the sensory receptor level up to the point when an overt response is initiated, so RT modelers tend to include a "nuisance factor" (Luce, 1986, p. 97) like M and to assume that the main features of interest in the RT data are attributable to the modeled decision process rather than the peripheral motor processes. For predictions about mean RT-which are the main focus of this article-we need only assume that the mean of $\mathbf{M}, \mu_{M}$, is approximately constant across different physical stimulus parameters (e.g., stimulus intensity). Evidence concerning this assumption is mixed, but it is supported by psychophysiological evidence that the duration of motor processing is unaffected by stimulus intensity (e.g., Miller, Ulrich, \& Rinkenauer, 1999). For predictions about the variance, skewness, and probability distribution of RT, we must make the additional assumption that M's variance is negligible. In fact, the size of M's variance is unknown; some arguments suggest that it is small (e.g., Meijers \& Eijkman, 1974; Ulrich \& Stapf, 1984; Ulrich \& Wing, 1991; Wing \& Kristofferson, 1973), but others suggest that it is not (e.g., Kvalseth, 1976; McCormack \& Wright, 1964; Miller \& Low, 2001). It should be noted that the current emphasis on mean RT is more common in modeling of choice RT than in modeling of simple RT, and many useful RT models either include the subsidiary assumption that RTs are constant rather than variable within a condition (e.g., McClelland, 1979; Schweickert, 1978), or assume variability but make no attempt to fit the exact shapes of observed RT distributions (e.g., Laming, 1968; Link, 1975; Schwarz, 1989; Sternberg, 1969; Townsend \& Ashby, 1983).

In addition to the assumption of constant motor time, some more technical subsidiary assumptions (e.g., independence, exponential distributions) are also made to simplify the mathematical development of the model. We consider these assumptions further in the General Discussion and demonstrate by simulation that they do not qualitatively change the predictions of the model.

### 2.2. Activation times

A simple model for the activation time $\mathbf{X}$ can be derived by conceiving of the stimulus duration $d$ as partitioned into $m$ nonoverlapping intervals of length $\delta$, such that $d=m \cdot \delta$. Furthermore, assume that any given grain will become activated with probability $p$ within each interval, given that it has not already been activated. Thus, the probability is $p$ that a given grain will be activated in the first interval, $p(1-p)$ in the second, $p(1-p)^{2}$ in the third, etc. Furthermore, assume that these sensory grains can become active only while the stimulus is physically present, not after it terminates. Hence, the probability that the grain will be activated-its activation probability $\alpha$-is

$$
\begin{equation*}
\alpha=\operatorname{Pr}\{\mathbf{X} \leqslant d\}=1-(1-p)^{m} \tag{2}
\end{equation*}
$$

A continuous version of this model is obtained by making $\delta$ smaller and smaller. It can be shown (cf. Feller, 1971) that as $\delta$ approaches zero, the distribution of $\mathbf{X}$ approaches the truncated exponential distribution with probability density function (PDF)

$$
\begin{equation*}
f_{X}(\mathbf{X}=t \mid \mathbf{X}<d)=\frac{\lambda_{x} \exp \left(-\lambda_{x} t\right)}{1-\exp \left(-\lambda_{x} d\right)} \tag{3}
\end{equation*}
$$

and, furthermore, the activation probability approaches the expression

$$
\begin{equation*}
\alpha=1-\exp \left(-\lambda_{x} d\right) \tag{4}
\end{equation*}
$$

The rate $\lambda_{x}$ in both preceding expressions can be conceived as a quantity proportional to $p$. Thus, intense stimuli would be associated with relatively large values of both $p$ and $\lambda_{x}$. It should be noted that with a very long stimulus duration all grains will almost certainly be activated, and the distribution of $\mathbf{X}$ will be well approximated by the untruncated exponential distribution. In that case, the mean activation time will be equal to $\mu_{x}=1 / \lambda_{x}$. Thus, for example, a mean of $\mu_{x}=20 \mathrm{~ms}$ corresponds to a rate of $\lambda_{x}=1 / 20 \mathrm{~ms}^{-1}$. Whenever it is convenient, we will use $\mu_{x}$ instead of $\lambda_{x}$, but most formulas are easier to read and write using $\lambda_{x}$.

The upper panel of Fig. 2 provides two examples of $f_{X}(t)$, both of which are based on a stimulus duration of $d=50 \mathrm{~ms}$. One PDF is associated with a relatively strong stimulus ( $\mu_{x}=10 \mathrm{~ms}$ ), whereas the other is associated with a relatively weak one ( $\mu_{x}=40 \mathrm{~ms}$ ). The corresponding conditional means of $\mathbf{X}$ are 9.7 and 19.9 ms , respectively, and the activation probabilities, $\alpha$, are .99 for the stronger stimulus and .71 for the weaker one.

### 2.3. Arrival times

Since the arrival time of an activated grain corresponds to the sum $\mathbf{T}=\mathbf{X}+\mathbf{Y}$, the PDF of $\mathbf{T}$ is given by the convolution of the distributions of $\mathbf{X}$ and $\mathbf{Y}$. As mentioned above, $\mathbf{Y}$ represents the grain's transmission time, which is assumed to be independent of the physical properties of the stimulus. To keep the model mathematically tractable, we assume that $\mathbf{Y}$ is exponentially distributed with rate $\lambda_{y}$ and mean


Fig. 2. Upper Panel. Examples of the distribution of activation times $\mathbf{X}$ for a single grain and a stimulus duration of $d=50 \mathrm{~ms}$. One distribution is associated with a stronger stimulus; the other one, with a weaker stimulus. The activation rates, $\lambda_{x}$, are $1 / 10$ and $1 / 40 \mathrm{~ms}^{-1}$, respectively, with corresponding activation probabilities, $\alpha$, of .99 and .71. The conditional means of $\mathbf{X}$ are 9.7 and 19.9 ms , respectively. Lower Panel. Examples of the distribution of arrival time $\mathbf{T}=\mathbf{X}+\mathbf{Y}$ for a single grain. The depicted distributions emerge when each of the activation time distributions shown in the upper panel is convoluted with an exponentially distributed transmission time $\mathbf{Y}$ that has a mean of $\mu_{y}=400 \mathrm{~ms}$. The mean arrival times are 409.7 and 419.9 ms for the stronger and weaker stimuli, respectively.
$\mu_{y}=1 / \lambda_{y}$. Under the assumption that $\mathbf{Y}$ is exponential, the cumulative distribution function (CDF) of the grain arrival time is shown in Appendix A to be

$$
F_{T}(t)= \begin{cases}\frac{\lambda_{x}\left[1-\exp \left(-\lambda_{x} t\right)\right]-\lambda_{y}\left[1-\exp \left(-\lambda_{x} t\right)\right]}{\left(\lambda_{x}-\lambda_{y}\right)\left[1-\exp \left(-\lambda_{x} d\right)\right]} & \text { if } t \leqslant d,  \tag{5}\\ \frac{\lambda_{x}\left\{1-\exp \left[-\left(x_{x}-x_{y}\right) d\right\}\right] \cdot\left[1-\exp \left(-\lambda_{y} t\right)\right]}{\left(\lambda_{x}-\lambda_{y}\right)\left[1-\exp \left(-\lambda_{x} d\right)\right]} & \text { otherwise }\end{cases}
$$

where $\lambda_{x}$ and $\lambda_{y}$ denote the rates of the activation and transmission time of a single grain, respectively. The corresponding PDF is given in Appendix A.

The lower panel of Fig. 2 depicts the two arrival time distributions having the underlying distributions of $\mathbf{X}$ given in the panels above them. The distribution of trans-
mission times $(\mathbf{Y})$ is in each case the exponential distribution with mean $\mu_{y}=400 \mathrm{~ms}$, and the means of $\mathbf{T}$ are 409.7 and 419.9 ms for the strong and weak stimuli, respectively. Note that the difference between the two means reflects only the mean difference in activation times, because, as stated above, the transmission time does not depend on physical stimulus properties.

### 2.4. Detection times

As noted earlier, we assume that activated grains are transmitted to a decision center in parallel and that the response is initiated as soon as $c$ grains have arrived at that center. Therefore, the detection time $\mathbf{D}$ is the interval from stimulus onset until the arrival of the $c$ th grain at the decision center.

The distribution of $\mathbf{D}$ can be derived on the basis of order statistics (see Appendix B for a more detailed presentation). Because $c$ grains must arrive at the decision center to satisfy the response criterion, the distribution of $\mathbf{D}$ is the distribution of the $c$ th fastest arrival time. If we assume that the arrival times are independent, then on a trial with $\mathbf{N}=n$ grains activated the CDF of finishing times would be (cf. Mood, Graybill, \& Boes, 1974)

$$
\begin{equation*}
F_{D}(t \mid \mathbf{N}=n)=\sum_{j=c}^{n}\binom{n}{j}\left[F_{T}(t)\right]^{j}\left[1-F_{T}(t)\right]^{n-j}, \tag{6}
\end{equation*}
$$

where $F_{T}(t)$ is given by Eq. (5).
The mathematical development of PGM is complicated by the fact that there is random trial-to-trial variation in the number of grains that are activated, $\mathbf{N}$, out of the total pool of $G$ available grains. This is because each grain is only activated with a certain probability, and, as discussed in Appendix B, the number of active grains has a binomial distribution across trials. Across all trials, then, the cumulative distribution function $F_{D}(t)$ of the $c$ th fastest grain corresponds to a mixture of these order statistics (see Appendix B), with mixture probabilities determined by the binomial distribution of the number of grains activated on each trial:

$$
\begin{equation*}
F_{D}(t)=\frac{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n} \sum_{j=c}^{n}\binom{n}{j}\left[F_{T}(t)\right]^{j}\left[1-F_{T}(t)\right]^{n-j}}{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n}} \tag{7}
\end{equation*}
$$

where $\alpha$ is given by Eq. (4). Although a purely analytical evaluation of this expression is hampered by its complexity, it can be computed numerically using a computer.

The moments of $\mathbf{D}$ can be computed from Eq. (7). Specifically, the mean and variance of the detection time are ${ }^{4}$

[^4]\[

$$
\begin{equation*}
E[\mathbf{D}]=\int_{0}^{\infty}\left[1-F_{D}(t)\right] \mathrm{d} t \tag{8}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\operatorname{Var}[\mathbf{D}]=2 \int_{0}^{\infty} t \cdot\left[1-F_{D}(t)\right] \mathrm{d} t-E[\mathbf{D}]^{2} \tag{9}
\end{equation*}
$$

In summary, Eqs. (7)-(9) can be used to obtain predicted decision times from PGM. As noted earlier, total RT is assumed to be the sum of the decision time $\mathbf{D}$ and a motor time $\mathbf{M}$ that is assumed to be unaffected by stimulus and criterion manipulations (cf. Luce, 1986). Thus, the predicted mean RT in a condition can be computed from estimated values of $G, c, \mu_{x}, \mu_{y}$, and $\mu_{M}$. Predictions about the higher moments of RT such as the variance and skewness could also be computed from the further assumption that $\mathbf{D}$ and $\mathbf{M}$ are independent random variables, as is common in RT modeling (Luce, 1986), together with estimates of the higher moments of $\mathbf{M}$.

### 2.5. Statistical facilitation

Within PGM, statistical facilitation arises because mean RT tends to decrease as the number of available grains, $G$, increases. Fig. 3 illustrates this key phenomenon under a variety of different parameter combinations. The upper left panel, for example, shows mean RT as a joint function of $G$ and the mean grain activation time, $\mu_{x}$. Note first that mean RT decreases as the number of grains increases. Intuitively, the decrease with $G$ occurs because the criterion of $c$ transmitted grains is reached sooner, on the average, when $G$ is large than when it is small; that is, the more grains are in the race, the faster will be the $c$ th fastest, for any fixed $c$ (i.e., statistical facilitation). Note also that facilitation saturates at large $G$, causing each curve to decrease towards an asymptote as $G$ increases. As the number of grains increases, the $c$ th fastest finishing time decreases, but this decrease is limited by the lower bound of the individual finishing time distribution. In addition, this panel illustrates that mean RT decreases as each grain's activation time decreases. Naturally, the response criterion is satisfied sooner when each individual grain tends to finish sooner. Finally, the panel also illustrates an overadditive interaction, because the number of grains has a larger effect when $\mu_{x}$ is large than when it is small (i.e., when grains take longer to activate). In the top panel, for example, increasing $G$ from 20 to 480 decreases RT by $88 \mathrm{~ms}, 94 \mathrm{~ms}$, and 108 ms with $\mu_{x}=10,20$, and 40 ms , respectively. Intuitively, this interaction arises because the larger values of $\mu_{x}$ are also more variable and therefore produce more variable grain completion times $\mathbf{T}=\mathbf{X}+\mathbf{Y}$. The increased statistical facilitation associated with a larger $G$ tends to produce more benefit when there is more variability in $\mathbf{T}$.

The upper right panel shows a similar interaction of response criterion, $c$, and number of grains on mean RT. Increasing the criterion increases RT, because, in essence, it decreases statistical facilitation; for example, the fastest finisher in the race must be very fast, but the 10th fastest need not be nearly so fast. This effect is more pronounced when fewer grains are activated (i.e., fewer runners in the race).

Finally, the lower panel shows a similar interaction of the mean transmission time, $\mu_{y}$, and the number of available grains, $G$, on RT. The longer transmission


Fig. 3. Illustration of the effects of statistical facilitation within PGM. Each panel shows how mean RT decreases as the number of available grains $G$ increases. The dotted line is common across panels, and it was computed with parameters of $c=4, d=1000 \mathrm{~ms}, \mu_{x}=20 \mathrm{~ms}, \mu_{y}=400 \mathrm{~ms}$, and $\mu_{M}=150 \mathrm{~ms}$. The other lines within each panel were computed varying only the parameter indicated in the panel's legend.
times again produce more variable finishing times $\mathbf{T}=\mathbf{X}+\mathbf{Y}$, increasing the effects of statistical facilitation.

In summary, Fig. 3 illustrates that the predicted mean RT always decreases with increases in the number of available grains, $G$. In addition, the effect of $G$ tends to increase with any parameter change that increases overall RT (e.g., increasing $c, \mu_{x}$, or $\mu_{y}$ ). In the next several sections we consider a variety of well-known simple RT phenomena that have previously been examined in isolation from one another and show how the concept of statistical facilitation as embodied in PGM provides a simple unified account for them all.

## 3. Effects of stimulus area

In simple RT tasks, participants respond faster to large visual stimuli than to small ones. This effect of stimulus area on mean RT was first noted by Froeberg (1907) (discussed in Woodworth \& Schlosberg, 1954). Within PGM, the area effect
is easily explained in terms of statistical facilitation. Given what is known about the spatiotopic mapping within the visual system (e.g., Cowey, 1979; Daniel \& Whitteridge, 1961), it is quite natural to suppose that a larger stimulus can potentially activate a larger number of grains. We have already seen that RT decreases as the number of available grains $G$ increases (Fig. 3), so this plausible assumption is all that is required for PGM to provide a qualitative explanation of the effect.

For quantitative fitting of the area effect, we examined a data set in which area was factorially manipulated with stimulus intensity (Bonnet, Gurlekian, \& Harris, 1992). Fig. 4 shows the joint effects of area and intensity on simple RT obtained by Bonnet et al. (1992). The stimuli were foveally presented squares with sides ranging from 3 to 61.5 min of arc and stimulus intensity was also varied (intensities of $0.78,9.93$, or $73 \mathrm{~cd} / \mathrm{cm}^{2}$ ). For each intensity level, RT decreased as stimulus size increased, as in the classical area effect, and in addition the effect of area was larger for dim stimuli than for bright ones. Bonnet et al. (1992) suggested that these results could be explained in terms of probability summation (cf. Colonius, 1990; Treisman, 1998), but they did not provide a specific model for their data. Similar results have been reported by Hufford (1964) and Vaughan, Costa, and Gilden (1966), and a similar theoretical account based on statistical facilitation has been considered by Hufford (1964). Related theoretical accounts have also been developed to explain analogous effects on psychophysical judgments (e.g., Howell \& Hess, 1978) in terms


Fig. 4. Observed (points) and predicted (lines) median reaction time (RT) as a function of stimulus area (on a logarithmic scale) and luminance level. The plotted data points are means of individual-participant median RTs obtained in Experiment 2 of Bonnet et al. (1992), which employed a stimulus duration of $d=32 \mathrm{~ms}$. The solid vertical bar shows the size of two standard errors associated with each data point, computed by pooling the error terms for the effects of stimulus intensity, duration, and their interaction. The predicted RTs were obtained with parameter values of $c=2, \mu_{y}=142 \mathrm{~ms}, \mu_{M}=220 \mathrm{~ms}, d=32 \mathrm{~ms}$, and mean activation times $\mu_{x}$ of $3.9,17$, and 98 ms for bright, medium, and dim stimuli, respectively. The estimated number of grains $G$ was related to the number of pixels $P$ within a stimulus as $G=3.79 \times P^{0.582}$. In each condition, the predicted median RT was computed from the parameter values by an iterative search process using Eq. (7).
of probability summation models (e.g., Anderson \& Burr, 1991; Pelli, 1985), or modified versions of such models allowing lateral interactions between nearby visual detectors (Usher, Bonneh, Sagi, \& Herrmann, 1999).

As shown in Fig. 4, PGM can provide a reasonable quantitative account of Bonnet et al.'s (1992) data. ${ }^{5}$ It can be seen that PGM provides a good fit to the area by intensity interaction, correctly predicting that the area effect would decrease as stimulus intensity increases (cf. Fig. 3). The overall error in the fit is $R M S e=5.1 \mathrm{~ms}$, which is approximately the same size as the random error in the data values themselves (their standard error is 6 ms ). In keeping with the assumptions stated earlier, stimulus area affected only the number of grains available to be activated and stimulus intensity affected only the mean $\mu_{x}$ of the activation time $\mathbf{X}$. Specifically, we assumed that $G$ would increase as a power function of the area in pixels, $P$, of the visual stimulus (i.e., $G=a \cdot P^{b}$ ), with $a$ and $b$ as free parameters whose values were estimated to be approximately 3.79 and 0.582 , respectively. The fact that $G$ increases with area in a negatively accelerated fashion (i.e., $b<1$ ) would be expected if the density of grains decreases with retinal eccentricity. There is some evidence that the number of grains depends on the spatial distribution of the stimulus as well as its total area (e.g., Bonneh \& Sagi, 1998; Usher et al., 1999), but this complication can be avoided in modeling the present data set because all stimuli were squares. In principle, however, PGM could be augmented in various ways to allow shape to influence $G, a$, or both.

## 4. Effects of stimulus duration

Just as people respond faster to larger stimuli, they respond faster to stimuli of longer durations (Froeberg, 1907, discussed in Woodworth \& Schlosberg, 1954), with simple RT decreasing to an asymptote at durations of approximately 50 ms or even less (Hildreth, 1973, 1979; Mansfield, 1973; Raab, 1962a; Ulrich, Rinkenauer, \& Miller, 1998). As was true of the area effect, PGM can again account for the duration effect in terms of statistical facilitation. Within the model, an increase in stimulus duration would correspondingly increase the probability of activation $\alpha$, so a longer-lasting stimulus would tend to activate more grains than a shorter one and would thus benefit from more statistical facilitation.

Several studies show that the duration effect increases as stimulus intensity decreases, just as the area effect did. Two studies illustrating this pattern are shown in Fig. 5. The left panel shows data obtained by Hildreth (1973) using visual stimuli. Note that for each level of stimulus intensity, mean RT decreases to an asymptote as stimulus duration increases to approximately 15 ms and that the asymptotic level depends on stimulus intensity. Furthermore, RT increases steeply as stimulus duration decreases below 15 ms and this increase is much steeper for the least intense stimulus
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Fig. 5. Observed (points) and predicted (lines) mean reaction time (RTs) as a function of stimulus duration and stimulus intensity. Data in the left panel were obtained by Hildreth (1973) using visual stimuli, and those in the right panel were obtained by Raab (1962a) using auditory stimuli. Note that the RT axis differs across panels, because responses to visual stimuli were substantially slower. For the left panel, the predicted RTs were obtained with parameter values of $G=80, c=2, \mu_{y}=123 \mathrm{~ms}, \mu_{M}=185 \mathrm{~ms}$, and mean activation times $\mu_{x}$ of 6,19 , and 86 ms for bright, medium, and dim stimuli, respectively. For the right panel, the predicted RTs were obtained with parameter values of $G=20, c=2, \mu_{y}=21 \mathrm{~ms}, \mu_{M}=101 \mathrm{~ms}$, and mean activation times $\mu_{x}$ of 46 and 72 ms for loud and soft stimuli, respectively.
( 100 ms effect) than for the most intense one ( 20 ms effect). Raab (1962a) reported similar results with auditory stimuli, as shown in the right panel.

PGM gives a reasonable quantitative account of the main effects and interaction of duration and intensity in both of these data sets, as shown by the predicted values in Fig. 5. Once again, statistical facilitation is responsible for the pattern of predictions. As duration increases, more grains tend to be activated (cf. Eq. (2)), which in turn produces more statistical facilitation (i.e., reduces RT). The benefits of statistical facilitation saturate at long durations, producing an asymptote, for two reasons. First, with long durations all possible grains tend to be activated, producing the maximum possible statistical facilitation. Second, grains activated long after stimulus onset-which can happen with long stimulus duration-tend to arrive at the decision center too late to contribute to statistical facilitation. The asymptote depends on intensity, of course, because activated grains tend to arrive at the decision center sooner when the mean activation time $\mu_{x}$ is small.

A further prediction available from PGM is that increasing the number of available grains $G$ should reduce both the overall duration effect and the intensity by duration interaction. This is a consequence of the fact that statistical facilitation saturates as the number of grains increases (cf. Fig. 3), as already discussed in connection with the area by intensity interaction. This prediction could be tested by varying the size of the stimulus as well as its duration and intensity, and PGM clearly predicts that the effect of duration and its interaction with intensity should decrease as stimulus area increases. We know of no direct experimental test of this prediction, but some hints are provided by the considerable study-to-study variation in the sizes of the duration effect and the duration by intensity interaction. In particular, these
are generally smaller in studies with visual rather than auditory stimuli (for a review, see Ulrich et al., 1998). One possible explanation for this variation is that visual stimuli tend to activate more grains than auditory stimuli, at least with the stimuli that have been used in these studies. The numbers of activated grains would of course be highly dependent on the physical characteristics of the stimuli (e.g., area of visual stimuli and perhaps frequency composition of auditory stimuli) and systematic studies are needed to check this prediction.

One additional finding involving stimulus duration-not illustrated in these two data sets-is that RT sometimes increases slightly at the longest stimulus durations. This phenomenon is usually called the Broca-Sulzer effect, and it is most often obtained with intense auditory stimuli (Raab, Fehrer, \& Hershenson, 1961; Ulrich et al., 1998). The present version of PGM cannot account for this effect, but a plausible extension of the model may do so. This extension assumes that an abrupt stimulus offset activates a number of grains corresponding to offset transients, and that these grains can also count towards the response criterion, just like the grains activated by stimulus onset. In this model, RT will benefit from the activation of additional offset grains as long as they are activated early enough, but the offset grains will clearly have no effect if they are not activated until after the response has already been initiated by the onset grains. Thus, offset transients will facilitate RT for shorter duration stimuli but not for longer ones, which could explain why RT would increase slightly with a further increase in stimulus duration.

## 5. Criterion effects

So far, we have shown how PGM can account for effects of stimulus variables (i.e., area, intensity, and duration) on simple RT. In all of these cases, the experimental manipulation would be expected to affect the process of activating grains within PGM, and the phenomena seem fully explained by statistical facilitation. In addition, however, the literature on simple RT provides ample evidence for instructional effects that are not attributable to stimulus-driven processes (e.g., Henderson, 1970).

One illustrative study was conducted by Murray (1970), who measured simple RTs to tones of 40,70 , and 100 dB . He compared three conditions expected to vary in criterion: (a) in a speed-emphasis condition, participants were given a monetary reward for fast responses; (b) in an accuracy-emphasis condition, $10 \%$ catch trials were included; (c) in a control condition, there were no catch trials or monetary rewards. As shown in Fig. 6, responses were faster with speed emphasis and slower with accuracy emphasis, relative to the control condition. An overadditive interaction with intensity was also obtained, with criterion condition having a larger effect for lower intensity stimuli. The results of this experiment are quite representative of the literature in this area, with both overall RT and the effect of intensity increasing in conditions for which participants would be expected to increase their response criterion (for a review, see Nissen, 1977). Such effects of speed versus accuracy emphasis on RT are generally interpreted as evidence that participants adjust an internal response criterion according to task demands imposed by the experimenter (e.g., Grice, 1968).


Fig. 6. Observed (points) and predicted (lines) mean reaction time (RT) as a function of stimulus intensity and instructional condition. The data values were estimated from Fig. 3 of Murray (1970). The predictions were obtained with parameter values of $G=25, \mu_{y}=292 \mathrm{~ms}$, and $\mu_{M}=121 \mathrm{~ms}$ in all conditions. The estimates of $\mu_{x}$ were 58,126 , and 206 ms for high, medium and low stimulus intensity, respectively, and the estimates of $c$ were 2,4 , and 6 for the reward, control, and catch trials conditions.

Within PGM, the most natural way to account for instructional effects like these is to let the response criterion $c$ vary, with accuracy emphasis producing a higher criterion and speed emphasis producing a lower one. ${ }^{6}$ As shown in Fig. 6, PGM can provide a good quantitative account of both the effects of instructions on overall RT and the increase in these effects as stimulus intensity is lowered. It is easy to see why PGM predicts a larger effect of instructions at lower intensities. Increasing $c$ generally prolongs mean RT because the detection has to wait for more grains to arrive at the decision center. However, the delay will be relatively small for high intensity stimuli, because grains are arriving relatively quickly, and it will be relatively large for low intensity stimuli, because in this case they are arriving slowly.

## 6. The redundant signals effect

PGM also offers a simple framework within which to account for a somewhat more complicated simple RT phenomenon called the "redundant signals effect" (RSE). The RSE is observed in divided-attention tasks; in bimodal versions of these tasks, for example, participants are asked to make a speeded response to either an auditory signal, a visual signal, or both. In single-signal trials, only one signal is presented, whereas on redundant-signals trials both are presented at the same or nearly the same time. In a pioneering study, Todd (1912) observed faster responses to redundant signals than

[^6]to single signals, and this basic phenomenon-the RSE-has been replicated many times (e.g., Corballis, 1998; Diederich, 1995; Diederich \& Colonius, 1987; Giray \& Ulrich, 1993; Hughes, Reuter-Lorenz, Nozawa, \& Fendrich, 1994; Marzi et al., 1996; Marzi, Tassinari, Aglioti, \& Lutzemberger, 1986; Miller, 1982b, 1986; Murray, Foxe, Higgins, Javitt, \& Schroeder, 2001; Raab, 1962b; Schwarz \& Ischebeck, 1994).

Unlike the phenomena already modeled with PGM, the RSE has been the focus of considerable theoretical work. As mentioned in the introduction and discussed in detail below, Raab (1962b) suggested that race models provide one simple and plausible explanation for the RSE based on the idea of statistical facilitation. Before showing how PGM can account for the RSE, then, we will first briefly review the race model for this phenomenon and some evidence against it that comes from analyses of RT distributions. We will then show how PGM accounts for the problematic facts concerning RT distributions and for additional data concerning mean RTs.

### 6.1. Evidence against race models from RT distributions

According to race models of the RSE (e.g., Raab, 1962b), each signal is processed within its own channel and each channel produces its own activation, with the response being initiated as soon as an activation criterion is exceeded in either channel. If we denote the reaction times to the visual and auditory signals by $\mathbf{R T}_{v}$ and $\mathbf{R T}_{\mathrm{a}}$, respectively, then according to race models the reaction time $\mathbf{R} \mathbf{T}_{\mathrm{r}}$ in a redundant-signals trial is $\mathbf{R T}_{\mathrm{r}}=\min \left(\mathbf{R} \mathbf{T}_{\mathrm{a}}, \mathbf{R} \mathbf{T}_{\mathrm{v}}\right) .{ }^{7}$ If $\mathbf{R} \mathbf{T}_{\mathrm{a}}$ and $\mathbf{R} \mathbf{T}_{\mathrm{v}}$ are random variables, then the inequality $E\left[\mathbf{R T}_{\mathrm{r}}\right] \leqslant \min \left(E\left[\mathbf{R T}_{\mathrm{a}}\right], E\left[\mathbf{R T}_{\mathrm{v}}\right]\right)$ must hold, accounting for the RSE in terms of statistical facilitation (cf. Raab, 1962b). ${ }^{8}$

Although race models provide a simple and plausible account of the RSE, a broad class of these models can sometimes be ruled out using an inequality developed by Miller (1978, 1982b). Specifically, according to many race models, the CDFs of $\mathbf{R T}_{\mathrm{r}}, \mathbf{R T}_{\mathrm{a}}$, and $\mathbf{R} \mathbf{T}_{\mathrm{v}}$ must satisfy the inequality

$$
\begin{equation*}
\operatorname{Pr}\left\{\mathbf{R} \mathbf{T}_{\mathrm{r}} \leqslant t\right\} \leqslant \operatorname{Pr}\left\{\mathbf{R T}_{\mathrm{a}} \leqslant t\right\}+\operatorname{Pr}\left\{\mathbf{R} \mathbf{T}_{\mathrm{v}} \leqslant t\right\} \tag{10}
\end{equation*}
$$

for all $t>0$. Observed RT distributions sometimes violate this inequality, however, with the fastest $20-50 \%$ of RTs in redundant-signals trials being faster than predicted by this inequality in both unimodal and bimodal divided-attention tasks (e.g., Diederich \& Colonius, 1987; Giray \& Ulrich, 1993; Miller, 1982b, 1986; Schwarz \& Ischebeck, 1994). For example, Fig. 7 shows data from four individual observers in a visual/auditory simple RT task (Miller, 1982b). As can be seen, the CDF of $\mathrm{RT}_{\mathrm{r}}$ (squares) clearly exceeds the sum of the single-signal CDFs (triangles) over a wide range of percentiles, constituting a violation of Inequality 10.
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Fig. 7. Observed (points) and predicted (lines) cumulative probability density functions (CDFs) of reaction time illustrating violations of the race race model inequality. The data were reported by Miller (1982b). The triangles and solid lines correspond to the sum of the CDFs in the single-signal trials (i.e., right side of Inequality 10), and the squares and dotted lines show the observed CDFs in the redundant trials. According to many race models, the squares should lie to the right of the triangles, but the data clearly violate this prediction. The predictions of PGM are consistent with the observed ordering of the CDFs. Estimates of the parameters $\left(c, G_{\mathrm{a}}, G_{\mathrm{v}}, \mu_{x_{\mathrm{a}}}, \mu_{x_{\mathrm{v}}}, \mu_{y}\right.$, and $\mu_{M}$ ) were ( $\left.2,20,11,185,199,186,146\right),(2,20,20,141,421,192,118),(2$, $12,8,34,126,287,95)$, and ( $2,20,10,91,145,264,107$ ), for observers AU, DF, EH, and HW, respectively.

The observed violations of Inequality 10 are consistent with an alternative class of "coactivation" models (Miller, 1982b). In contrast to race models, these assume that activations are combined across channels and that a response is initiated as soon as the combined activation exceeds a criterion level (see Colonius, 1988; Colonius \& Townsend, 1997; and Townsend \& Nozawa, 1995, 1997, for more detailed mathematical treatments of such models). Thus, responses in redundant trials are especially fast because the build-up of activation is based on two sources rather than only one (for specific models see Diederich, 1992, 1995; Grice, Canham, \& Boroughs, 1984; Schwarz, 1989, 1994).

PGM can be extended to account for performance in divided-attention detection tasks by assuming separate pools of grains for each input channel. Then, with $c>1$, PGM falls within the class of coactivation models, and it offers a simple explanation for the RSE and for violations of the race model inequality. Specifically, for the case of bimodal stimuli assume a total set of $G_{\mathrm{a}}+G_{\mathrm{v}}$ available grains- $G_{\mathrm{v}}$ visual grains and $G_{\mathrm{a}}$ auditory ones. If a visual stimulus is presented, only the subset of $G_{\mathrm{v}}$ visual grains is available for possible activation. Similarly, if an auditory stimulus is presented, only the complementary subset of $G_{\mathrm{a}}$ auditory grains is available. In either case, detection occurs when the $c$ th grain from the stimulus modality arrives at the decision center. We assume equal transmission times for the two modalities but allow different activation times, so the arrival times of visual and auditory grains at the decision center are $\mathbf{T}_{v}=\mathbf{X}_{v}+\mathbf{Y}$ and $\mathbf{T}_{\mathrm{a}}=\mathbf{X}_{\mathrm{a}}+\mathbf{Y}$, respectively. In redundantsignals trials, all $G_{\mathrm{a}}+G_{\mathrm{v}}$ grains are available. Activated grains from both modalities combine to satisfy the criterion, so detection corresponds to the arrival of the $c$ th grain from the entire activated set.

Within this extended version of PGM, the RSE results from the increased statistical facilitation associated with more activated grains on redundant trials. As shown in Appendix C, for the situation with response-terminated stimuli, as is most common in this experimental paradigm, the predicted CDF of decision time $\mathbf{D}_{\mathrm{r}}$ on redundant trials is

$$
\begin{align*}
\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}= & \sum_{j=c}^{G_{\mathrm{a}}+G_{\mathrm{v}}} \sum_{i=0}^{j}\binom{G_{\mathrm{a}}}{i}\left[F_{T_{\mathrm{a}}}(t)\right]^{i}\left[1-F_{T_{\mathrm{a}}}(t)\right]^{G_{\mathrm{a}}-i} \\
& \times\binom{ G_{\mathrm{v}}}{j-i}\left[F_{T_{\mathrm{v}}}(t)\right]^{j-i}\left[1-F_{T_{\mathrm{v}}}(t)\right]^{G_{\mathrm{v}}-j+i} \tag{11}
\end{align*}
$$

where $F_{T_{\mathrm{a}}}$ and $F_{T_{v}}$ are obtained from Eq. (5) by replacing $\lambda_{x}$ with the modality-specific activation rates $\lambda_{x_{\mathrm{a}}}$ and $\lambda_{x_{v}}$, respectively. The CDFs of the single-signal decision times $\mathbf{D}_{\mathrm{v}}$ and $\mathbf{D}_{\mathrm{a}}$ are given by Eq. (7), where $G$ has to be replaced by $G_{\mathrm{v}}$ and $G_{\mathrm{a}}$, respectively.

As shown in Fig. 7, PGM can provide a good quantitative account of the violations of the race model inequality for all four observers by means of the simple extension to divided-attention tasks just described. ${ }^{9}$ The race model inequality is

[^8]violated because-with $c>1$-activated grains from both stimulus modalities can combine to satisfy the criterion. Thus, a given response is not necessarily activated by the faster of two separate stimulus detection processes; instead, it can be coactivated by both of them.

### 6.2. Predicted mean $R T_{r}$ as function of $S O A$

Another rich source of data concerning the RSE comes from experiments in which small stimulus onset asynchronies (SOAs) have been introduced between the two redundant stimuli to see how RT depends on such temporal separations (e.g., Diederich \& Colonius, 1987; Giray \& Ulrich, 1993; Miller, 1986). For example, panels A and B of Fig. 8 display the results for two participants, BD and KY, who were tested


Fig. 8. Observed (points) and predicted (lines) mean redundant-trial reaction time $\left(\mathrm{RT}_{\mathrm{r}}\right)$ as a function of the stimulus onset asynchrony (SOA) between redundant visual and auditory signals. A positive (negative) SOA means that the auditory followed (preceded) the visual signal. Panels $A$ and $B$ : Data from participants B.D. and K.Y. in the study of Miller (1986, Table 1, p. 335). Panel C: Data from Giray and Ulrich (1993, Table 2, p. 1283). Predictions were obtained using the parameter values $c=2, d=\infty$, and $G_{\mathrm{a}}=20$ for all three panels. Estimates of the parameters $\left(\mu_{x_{\mathrm{a}}}, \mu_{x_{\mathrm{v}}}, \mu_{y}, G_{\mathrm{v}}, \mu_{M}\right)$ were $(23,101,807,12,129)$ for panel A, $(4,40,413,12,171)$ for panel B, and $(15,84,222,20,165)$ for panel C.
extensively by Miller (1986). Panel C depicts group averages obtained in a similar study reported by Giray and Ulrich (1993). In both studies signals were response terminated $(d=\infty)$, and SOA was measured from the onset of the visual signal to the onset of the auditory one, so a negative SOA simply indicates that the auditory stimulus was presented first by the specified number of milliseconds.

We note three salient features of these data sets. First, responses are fastest when both signals appear simultaneously $(\mathrm{SOA}=0)$. Second, responses are generally faster when the auditory signal is presented before the visual signal than the reverse, in agreement with the finding that the auditory signal is detected more rapidly in sin-gle-signal trials. Third, Giray and Ulrich (1993) obtained a less asymmetrical function relating RT to SOA than did Miller (1986), possibly due to differences in the visual stimuli employed in the two studies. Giray and Ulrich used a rather large visual signal in an attempt to obtain similar RTs in the two unimodal conditions. In contrast, the visual signal in Miller's study was relatively small and produced much longer single-signal RTs than did the auditory signal.

PGM can also account for these patterns of mean RTs obtained when SOAs are introduced on redundant-signals trials. Extension of the model to allow nonzero SOAs is straightforward: If the visual signal is presented $k \mathrm{~ms}$ after the auditory one, then $F_{T_{v}}(t)$ is replaced in Eq. (11) by $F_{T_{v}}(t-k)$ and the equation is modified analogously if the auditory signal is presented after the visual one. After these adjustments, the predicted mean of $\mathbf{D}_{\mathrm{r}}$ at each SOA can be computed via Eq. (8).

As shown in Fig. 8, PGM's predictions nicely reproduce the essential features of the data and provide a good quantitative fit to the observed values. The larger asymmetry between positive and negative SOAs obtained by Miller (1986), relative to that of Giray and Ulrich (1993), can be modeled by allowing more visual grains in fitting the latter. As in modeling the area effect, then, we simply assumed that a larger stimulus activates a larger number of grains.

In sum, PGM offers a simple explanation for the effects of redundant signals on RT in bimodal detection tasks. It can account for both observed violations of Inequality 10 at the level of RT distributions and changes in mean RT as a function of the interval between the onsets of redundant signals.

## 7. Differential effects of stimulus intensity on perceptual latency and RT

Several researchers have found that stimulus intensity has larger effects on simple RT than on measures of perceptual latency obtained in temporal-order judgment tasks (Menendez \& Lit, 1983; Roufs, 1974; Sanford, 1974). For example, Sanford (1974) measured perceptual latencies to tones of varying intensities. Participants watched a pointer revolving around a clock face and reported the location of the pointer at the perceived onset of the tone. The latency of tone perception (PL) was estimated from the reported location, the actual location, and the speed of pointer movement. As shown in Fig. 9, PL was smaller when the tones were more intense. Mean simple RT to the same tones was also measured and the effect of intensity on


Fig. 9. Observed (points) and predicted (lines) mean reaction time (RT) and perceptual latency (PL) as a function of auditory stimulus intensity. The data points were taken from Sanford (1974, Table 1, p. 444). The predicted values were obtained with parameter values $c=2, G=60$, and $\mu_{M}=80$. The means of the transmission times contributing to PL and RT were $\mu_{y}=71$ and $\mu_{y}=1108$, respectively, and the mean activation times at intensities of $2,3,7$ and 18 dB were $\mu_{x}=686,273,159$, and 123 ms , respectively.

RT, also shown in the figure, was larger than the effect on PL. As reviewed by Jaśkowski (1996), there are several possible explanations for the fact that intensity has a larger effect on RT. Under the usual assumption that RT is the sum of PL and a post-perceptual processing time, the larger effect of intensity on RT is generally taken to mean either that the perceptual system uses a lower criterion in the judgment task than in simple RT (Sanford, 1974), or that intensity effects extend to distal stages such as response execution rather than being restricted to purely perceptual processes (cf. Ulrich \& Stapf, 1984).

In this section, we show that PGM provides a new alternative explanation of this pattern, retaining the convenient assumptions that stimulus intensity affects only the rate of grain activation ( $\mathbf{X}$ ) and that the criterion $c$ is the same in simple RT and perceptual latency tasks. We assume that the decision center is somewhat farther from the sensory apparatus for a motor response than for a perceptual latency judgment. For example, the criterion for a perceptual latency judgment might be satisfied at a relatively perceptual or central level of processing, whereas the criterion for a motor response might be satisfied at a more motor level (cf. Näätänen \& Merisalo, 1977). If so, the transmission time $\mathbf{Y}$ would be longer and more variable in simple RT than in perceptual latency judgments, implying that the arrival time $\mathbf{T}=\mathbf{X}+\mathbf{Y}$ would also be longer and more variable in the RT task. If the arrival time $\mathbf{T}$ is more variable in the RT task, it would benefit more from statistical facilitation.

To extend PGM to the perceptual latency task, it is natural to assume that the processes generating the perceptual latency, PL, are quite similar to those generating responses in the simple RT task. Specifically, we assumed that the following are the
same in both tasks: the pool of $G$ available grains, the mean grain activation time $\mu_{x}$ at each stimulus intensity, and the response criterion $c$. We assumed only two differences between PL values and RT values. First, the mean transmission time $\mu_{y}$ was allowed to differ across tasks, because as already noted it is plausible to suppose that the perceptual latency decision is a more perceptual (i.e., less motor) than the decision to initiate a manual response. Second, the perceptual latency PL was assumed to be simply the decision time, and its mean was computed using Eq. (8). That is, PL was assumed not to include the motor component $\mathbf{M}$, because it is an unspeeded judgment rather than a speeded keypress.

The predictions shown in Fig. 9 illustrate that this extension of PGM can provide a good quantitative account of the results. As in Sanford's (1974) data, the predicted overall effect of intensity is 38 ms in the perceptual latency task but 127 ms in the simple RT task. Clearly, then, PGM provides an alternative account of the differential effect of intensity on perceptual latency versus simple RT-an account retaining the assumptions that the response criterion is independent of the task and the duration of motor processing is independent of the stimulus intensity.

## 8. Reaction time distributions

Having established that PGM can account for a range of experimental effects observed in simple RT tasks, in this section we examine the model in more detail to see whether its predicted RT distributions are generally consistent with known properties of observed RT distributions.

To be regarded as plausible, any model of simple RT must reproduce two main properties found in virtually all analyses of RT distributions. First, the standard deviations of observed RT distributions always increase with the mean RTs; in fact, several authors have reported an almost perfect linear relation between the mean and the standard deviation of RT (see Luce, 1986, pp. 64-65). Second, observed RT distributions tend to be skewed, with a long tail in the direction of large RTs (e.g., Woodworth \& Schlosberg, 1954, pp. 37-39). Unfortunately, it is not clear whether this skew should increase or decrease with mean RT. Few simple RT studies have reported skewness values, and skewness sometimes increases with mean RT (e.g., Gustafson, 1986; Jaśkowski, 1983; Kohfeld, Santee, \& Wallace, 1981; Smith, 1995) but sometimes remains constant or decreases (e.g., Hohle, 1965; Jaśkowski, Pruszewicz, \& Świdzinski, 1990; Murray, 1970). ${ }^{10}$

Like many other RT modelers (e.g., Laming, 1968; Link, 1975; Schwarz, 1989, 1994; Smith \& Van Zandt, 2000; Townsend \& Ashby, 1983; cf. Luce, 1986), we will

[^9]not emphasize quantitative fits of PGM to observed RT distributions. We believe that observed RT distributions are not as diagnostic as one might suppose, because infinitely many RT models are compatible with any given observed distribution (Dzhafarov, 1993; Van Zandt \& Ratcliff, 1995). Moreover, fitting models to observed distributions requires ad hoc and at present untestable assumptions about the distribution of $\mathbf{M}$ and its correlation with $\mathbf{D}$. Thus, instead of fitting these distributions, in this section we simply asked whether PGM is qualitatively consistent with observed distributions. Our evaluation of PGM's distributional properties used Eq. (7) because of our simplifying assumption that $\mathbf{M}$ is approximately constant, as discussed earlier. In essence, then, we assume that the effects of $\mathbf{M}$ do not qualitatively alter the shape of the predicted RT distributions.

### 8.1. The distribution of $\boldsymbol{D}$

The left column of Fig. 10 shows examples of the distributions of $\mathbf{D}$ predicted by PGM. Each panel includes a common reference distribution, and the other curves differ from it by one parameter to illustrate how changing that parameter influences the distribution of $\mathbf{D}$. Thus, the within-panel comparisons illustrate at the distributional level some effects of parameter variations previously used to explain changes in mean RT. Specifically, area effects were attributed to changes in $G$ (top panel); criterion effects, to changes in $c$ (second panel); duration effects, to changes in $d$ (third panel); and intensity effects, to changes in $\mu_{x}$ (bottom panel).

It is apparent from an examination of the left panels of Fig. 10 that PGM reproduces both of the main properties of observed RT distributions. First, the standard deviations of the predicted RT distributions clearly increase with the mean RTs. In fact, PGM is quite compatible with the linear relation typically observed between these two measures. For example, we computed the correlation between the means and standard deviations of the distributions shown in each panel of Fig. 10. From top to bottom, the correlation coefficients for the four panels were $1.000, .998$, 1.000 , and .997 , respectively, indicating almost perfect linear relationships in each case. Second, PGM is clearly consistent with the usual observation of skewed RT distributions. All of the predicted distributions exhibit the long right tail that is typically observed.

It is also instructive to examine in detail the distributional effects of changing individual parameter values. For example, the top left panel shows what happens as the number $G$ of available grains varies. As discussed earlier in connection with the area effect, of course, the mean of $\mathbf{D}$ clearly decreases as $G$ increases, reflecting the effects of statistical facilitation. In addition, the decrease in mean is accompanied by a decrease in D's variability. This is to be expected because increasing the number of grains produces more stable order statistics (see also Meijers \& Eijkman, 1974). For example, the values of the $S D \mathrm{~s}$ of $\mathbf{D}$ are 50,22 , and 11 ms for these three distributions, and values of this size are quite plausible for simple RT (cf. Murray, 1970; Ulrich \& Stapf, 1984). The absolute skewness values also diminish with increases of $G$, but the relative skewness values do not. Specifically, the absolute skewness values


Fig. 10. The panels on the left show probability density functions (PDFs) of $\mathbf{D}$ predicted by PGM. Each panel includes a common reference distribution (coarsely dashed line) with parameters $G=60, c=4, \mu_{x}$ $=20, \mu_{y}=400$, and $d=1000 \mathrm{~ms}$. The other lines in each panel illustrate the effects of changing the indicated parameter to a different value. The panels on the right show the hazard functions of $\mathbf{D}$ computed for each of the PDFs shown on the left. Each hazard function was computed from the 0.1 st percentile to the 99.99 th percentile of the associated PDF.
for the three values of $G$ are 54,25 , and 11 ms , respectively, and the corresponding relative skewness values are $1.1,1.2$, and 1.0 .

Distributional changes are also evident with changes in the criterion, $c$, the stimulus duration, $d$, and the mean activation time, $\mu_{x}$, as illustrated by the other three panels on the left of Fig. 10. For each parameter, changes that increase the mean also increase the variance and the absolute skewness. Interestingly, however, relative skewness values are affected differently by the different parameters; with the stimulus duration and the number of grains, relative skewness increases with mean RT, but with the criterion and mean activation time, relative skewness decreases as mean RT increases.

### 8.2. The hazard function of $\boldsymbol{D}$

Several recent analyses of RT distributions have employed hazard functions (e.g., Burbeck \& Luce, 1982; Green \& Smith, 1982; Luce, 1986; Smith, 1995; Townsend \& Ashby, 1983), and in this section we consider the hazard functions predicted by PGM. Conceptually, for each value of $t$, the hazard function of an RT distribution describes the probability that a response will occur in the small time interval $(t, t+\delta)$, given that it has not already occurred. More formally, the hazard function $h(t)$ of a random variable is defined by

$$
\begin{equation*}
h(t)=\frac{f(t)}{1-F(t)}, \tag{12}
\end{equation*}
$$

where the functions $f(t)$ and $F(t)$ denote the PDF and CDF of this variable, respectively. Hazard functions are of theoretical interest because they can sometimes reveal dramatic differences in predicted RT distributions that are not apparent from plots of predicted PDFs (see Luce, 1986, and the references therein).

Only a few researchers have reported the hazard functions estimated from their observed distributions of simple RT (e.g., Burbeck \& Luce, 1982; Green \& Smith, 1982; Smith, 1995; see also Luce, 1986, for hazard functions estimated from previously reported RT distributions), but the reports suggest that observed functions have one of two distinct shapes. With some stimuli, they rise to an asymptote (e.g., Burbeck \& Luce, 1982, weak stimuli; Green \& Smith, 1982, long stimuli; Miller, 1982b, as computed by Luce, 1986; Smith, 1995, gradual-onset stimuli); with other stimuli, however, they have a $\cap$ shape, typically rising to a maximum somewhere in the upper half of the RT distribution, and then decreasing to a lower asymptote in the upper tail of the RT distribution (e.g., Burbeck \& Luce, 1982, intense stimuli; Green \& Smith, 1982, brief stimuli; Smith, 1995, abrupt onset stimuli).

The right column of Fig. 10 shows examples of PGM's predicted hazard functions of $\mathbf{D}$, computed with the same parameters used in the panels on the left. These hazard functions increase in a negatively accelerated fashion, and most appear to approach an asymptote. Thus, PGM is capable of reproducing one of the two empirical hazard function shapes just mentioned. In cases where an asymptote is approached, the approximate constancy of the hazard function for large values of $t$
shows that the right tail of the predicted RT distribution is nearly exponential, as is sometimes found in observed RT distributions (cf. Luce, 1986). ${ }^{11}$

As shown in Fig. 11, PGM is also compatible with the finding that hazard functions can have an $\cap$ shape. Such hazard functions tend to arise within PGM when stimuli are brief rather than long, exactly as reported by Green and Smith (1982). With brief stimuli, the number of activated grains varies randomly from trial to trial because the activation probability is less than one. Thus, the distribution of $\mathbf{D}$ is a binomial mixture distribution with different numbers of grains in the race on different trials. As is discussed further later in this section, hazard functions of mixture distributions can have an $\cap$ shape (cf. Van Zandt \& Ratcliff, 1995). With long stimuli, however, all grains tend to be activated and the distribution of $\mathbf{D}$ is not a mixture but simply the distribution of the $c$ th order statistic from $G$ grains, yielding a monotonically increasing hazard function.

Luce (1986) suggested that differences in signal intensity are primarily responsible for the shift between asymptotic and peaked hazard functions, with weak stimuli producing asymptotic functions and strong stimuli producing peaked ones, and several simple RT models have been developed to account for this pattern (e.g., Burbeck \& Luce, 1982; Rouder, 2000; Smith, 1995). These models have relied on neurophysiological and psychophysical evidence supporting a distinction between transient and

[^10] must be increasing (Thomas, 1971, Theorem 2.4). Applying this theorem to the PDF of PGM yields
\[

$$
\begin{equation*}
\ln \left[f_{\mathrm{D}}(t)\right]=\ln \left[\frac{G!}{(c-1)!(G-c)!}\right]+(c-1) \ln \left[F_{T}(t)\right]+(G-c) \ln \left[1-F_{T}(t)\right]+\ln \left[f_{T}(t)\right] \tag{13}
\end{equation*}
$$

\]

Thomas's theorem can be rephrased (see Luce, 1986, p. 16) by saying that when the first derivative of $-\ln \left[f_{\mathrm{D}}(t)\right]$ is increasing, the hazard function of $f_{\mathrm{D}}(t)$ must be increasing. Taking the derivative of the expression above and simplifying yields

$$
\begin{align*}
\left(-\ln \left[f_{\mathrm{D}}(t)\right]\right)^{\prime} & =-(c-1) \frac{f_{T}(t)}{F_{T}(t)}+(G-c) \frac{f_{T}(t)}{1-F_{T}(t)}+\left(-\ln \left[f_{T}(t)\right]\right)^{\prime}  \tag{14}\\
& =-(c-1) \frac{f_{T}(t)}{F_{T}(t)}+(G-c) h_{\mathrm{D}}(t)+\left(-\ln \left[f_{T}(t)\right]\right)^{\prime} \tag{15}
\end{align*}
$$

where $h_{\mathrm{D}}(t)$ denotes the hazard function of $f_{T}(t)$. Note that when $f_{T}(t)$ has itself an increasing hazard function, the latter two terms must increase with $t$ whereas the first one decreases to zero; thus the hazard function of $\mathbf{D}$ should increase (cf. Ross, 2000, p. 545). To illustrate the preceding equation, let $f_{T}(t)$ be an exponential distribution with rate $a$, then (cf. Luce, 1986, p. 507)

$$
\begin{equation*}
-\frac{f_{\mathrm{D}}^{\prime}(t)}{f_{\mathrm{D}}(t)}=\frac{(c-1) \cdot a}{1-\exp (a \cdot t)}+(G-c+1) \cdot a \tag{16}
\end{equation*}
$$

which is an increasing function of $t$, and thus the hazard function of $\mathbf{D}$ increases towards the asymptote $(G-c+1) \cdot a$. In sum, then, it seems plausible that the hazard function of $\mathbf{D}$ approaches an asymptote when the tail of $f_{T}(t)$ is exponential. Further work is necessary to see whether this conclusion also applies for cases in which only a percentage of all grains are activated during a single trial.


Fig. 11. Probability density (left panels) and hazard (right panels) functions of $\mathbf{D}$ predicted by PGM with short versus long stimuli of the durations used by Green and Smith (1982). The mean activation times were $\mu_{x}=100,200$, and 400 ms for the high, medium, and low intensities, respectively. The remaining parameter values were $c=4, G=30$, and $\mu_{y}=400 \mathrm{~ms}$.
sustained channels (e.g., Breitmeyer \& Ganz, 1976). In brief, these models have assumed that some activation is provided by each type of channel, with the transient channel providing especially large activation with intense stimuli.

PGM can also be elaborated to include the transient/sustained distinction, and the most plausible way to do this is to include separate pools of grains for the transient and sustained channels. Suppose that each stimulus can potentially activate $G_{\mathrm{t}}$ and $G_{\mathrm{s}}$ grains in separate transient and sustained channels, respectively. Furthermore, suppose that activation of grains in the sustained channels are as we have described previously, but activation of grains in the transient channels occurs (a) with a higher rate, and (b) for only a short period of time, $d_{t}$, after stimulus onset. According to this version of the model, the distribution of $\mathbf{D}$ is a mixture distribution, with different numbers of transient grains activated in each trial.

As illustrated in Fig. 12, this elaborated version of PGM produces $\cap$-shaped hazard functions with an especially pronounced peak for high intensity stimuli. The rea-


Fig. 12. Probability density (left panel) and hazard (right panel) functions of $\mathbf{D}$ predicted by the version of PGM elaborated to include separate transient and sustained grains. The mean activation times for transient grains were $\mu_{x}=50,100$, and 200 ms for the high, medium, and low intensities, respectively, and the mean activation times for sustained grains were twice as long. The effective stimulus duration for transient grains was assumed to be $d_{t}=2 \mathrm{~ms}$. The remaining parameter values were $c=4, G_{t}=G_{s}=30, \mu_{y}=$ 400 ms , and $d=1000 \mathrm{~ms}$.
son is essentially the same as in the other models for this effect: The overall RT distribution is a mixture of some trials in which the response criterion is satisfied mostly by fast transient grains and other trials in which it is satisfied mostly by the slower sustained grains. With high intensity stimuli, many transient grains are often activated, producing many fast responses. With low intensity stimuli, it is rare for more than $c$ transient grains to be activated, so there is little or no such peak in the hazard function. Thus, the overall structure of PGM seems quite compatible with both of the observed hazard function shapes and their dependence on intensity as discussed by Luce (1986).

Despite the dependence of observed hazard function shapes on stimulus duration and intensity, there are reasons to suspect that the change from $\cap$-shaped to monotonic hazard functions could actually be due to something more general than these physical stimulus parameters. Specifically, hazard functions have been found to be more peaked in faster conditions than in slower ones not only in simple RT tasks but also in choice RT tasks requiring subitizing (Balakrishnan \& Ashby, 1992), memory scanning (Ashby, Tein, \& Balakrishnan, 1993), and categorization (Maddox, Ashby, \& Gottlob, 1998), leading the latter authors to conclude "This remarkable similarity across such different tasks suggests a possible common mechanism that may operate in virtually all perceptual decision-making tasks" (Maddox et al., 1998, p. 629).

Within PGM, a more general way to produce $\cap$-shaped hazard functions is to allow parameter values to vary somewhat from trial to trial. Although we have so far assumed for simplicity that PGM's parameters are constant across trials, it is probably more realistic to assume that they fluctuate slightly due to changes in attention, arousal, neural noise, etc. In that case the RT distribution is a mixture of the RT distributions obtained under the different possible sets of parameter values, and it is known that mixture distributions can have $\cap$-shaped hazard functions even when
every distribution included in the mixture has an increasing one (Barlow \& Proschan, 1975). Burbeck and Luce (1982), for example, noted that random criterion variation would produce $\cap$-shaped hazard functions and that this type of criterion variation is neither identifiable nor removable when it occurs randomly within blocks of trials. Van Zandt and Ratcliff (1995) also discussed a number of other models in which parameter variation results in nonmonotonic hazard functions (see also Ratcliff, Van Zandt, \& McKoon, 1999, for another example).

As shown in Fig. 13, PGM can produce a $\cap$-shaped hazard function if there is tri-al-to-trial variation in, for example, the response criterion, $c$. Although we have assumed for simplicity that $c$ is constant, it seems likely that some occasional variation would be unavoidable (cf. Bonnet \& Dresp, 2001). In the computations for this example, $c$ was assumed to have a low value $(c=4)$ on approximately $96 \%$ of trials but to take on larger values (up to $c=20$ ) on the remaining trials, as if occasional false alarms or distractions made the observer temporarily more cautious. It is striking that such a small percentage of trials with a discrepant criterion would produce the $\cap$-shaped hazard function. Note also that the predicted PDFs with these parameters are realistic. Fig. 13 also shows that the predicted $\cap$ shape of the hazard function is more pronounced at higher stimulus intensity and that the function can have a negligible peak at very low intensity, consistent with the results of Burbeck and Luce (1982) and Smith (1995).

### 8.3. Conclusions concerning distributions

The purpose of this section was to assess whether PGM can account for some well-known properties of observed RT distributions, and it does a reasonable job. First, PGM correctly predicts that RT distributions should be skewed, with a long tail at the high end, that RT variance will increase with the mean, and that the skew-


Fig. 13. Probability density (left panel) and hazard (right panel) functions of $\mathbf{D}$ predicted by PGM when the criterion $c$ is assumed to vary randomly. $c$ was assumed to take on the values $4,8,12,16$, and 20 with probabilities $.9625, .02, .01, .005$, and .0025 , respectively, and the mean activation times were $\mu_{x}=10,20$, 40 , and 200 ms for the high, medium, low, and very low intensity conditions, respectively. The remaining parameter values were $G=60, \mu_{y}=400 \mathrm{~ms}$, and $d=1000 \mathrm{~ms}$.
ness can increase or decrease with the mean, as reported in the literature. Second, PGM is able to generate plausible hazard functions. Its hazard functions generally increase to an asymptote, but they can have an $\cap$-shape for high-intensity stimuli if the stimuli are brief or if there are small criterion fluctuations. The distributional properties of the model are thus reasonably consistent with the main features of observed RT distributions.

## 9. General discussion

The basic framework of PGM involves a set of parallel grains, each of which can potentially be activated by a stimulus and contribute its activation toward the response. The latencies associated with each individual grain are quite noisy, with random fluctuations in both the time required for it to become active and the time required for its activation to reach the decision center responsible for initiating the response. In fact, with brief stimuli an available grain may not become active at all on a trial, because the stimulus duration may be less than the time needed for the grain to become active on that trial.

Despite its conceptual simplicity, this framework provides a cohesive explanation for a number of well-established phenomena in the literature on simple RT. For example, the model provides straightforward accounts for the effects of stimulus area and duration on simple RT, as well as the interactions between each of these factors and stimulus intensity. It also accounts for the effects of redundant signals and of instructional manipulations designed to influence the participant's criterion (e.g., speed versus accuracy emphasis). In addition, it provides a novel account for the puzzling dissociation between the effects of intensity on simple RT versus tempo-ral-order judgments. In all of these cases, the model seems capable of fitting the observed mean RTs. In the case of the RSE, the model also accounts for coactivation in RT distributions. Importantly, the model includes an inherently stochastic mechanism producing RT distributions with appropriate amounts of variability and skew and with realistically-shaped hazard functions.

Most of the explanatory power of the model is derived from the phenomenon of statistical facilitation: In general, the average completion time for the $c$ th finisher in a race tends to decrease as the number of racers increases. In PGM, the analogous effect is that the response criterion of $c$ grains tends to be reached more rapidly when the stimulus activates more grains. Naturally, we suppose that the number of activated grains tends to increase with the size, duration, and intensity of a stimulus, and that it would surely be greater for two redundant stimuli than for only one. Within this framework, statistical facilitation seems easily capable of explaining the effects and interactions just mentioned. One of the desirable features of PGM as a model for simple RT, then, is that it can explain a variety of results with a single mechanism that is conceptually simple enough so that its predictions can be understood intuitively.

PGM is also theoretically appealing because it provides a bridge between the mi-cro- and macro-levels of information processing. At the micro-level, the model is
constructed from many noisy grains operating in parallel, which is plausible in the light of current physiological knowledge. Consistent with neurophysiological findings (e.g., Schmolesky et al., 1998), the onset latencies of the grains would become longer and more variable as one moves upward in the processing stream. At the macro or behavioral level, PGM displays much greater stability than might be expected from the degree of noise in the individual grains. This stability arises because the order statistics of a sample are much less variable than the individual scores making up the sample, especially if the sample is large. The stability of order statistics has previously been discussed in connection with models of the motor system (e.g., Meijers \& Eijkman, 1974; Ulrich \& Wing, 1991) and PGM extends the same principle to the input side of the information processing system.

### 9.1. Comparison with previous models for simple $R T$

PGM shares with previous models of simple RT at least two main features that seem to be common to all such models (see Luce, 1986, for a review). First, evidence is assumed to accumulate over time, as inputs starting from the sensory transducers are fed into a decision-making mechanism capable of initiating the response. Second, the decision to respond is made when the decision-making mechanism has accumulated enough evidence to satisfy a response criterion.

There are, however, significant theoretical differences between PGM and all previous simple RT models. Some such models assume a noise-free evidence accumulation process and put all stochastic variation into the response criterion (e.g., Ashby, 1982; Grice, 1968; McClelland, 1979); in contrast, PGM assumes that evidence accumulation is highly stochastic and that the response criterion is relatively invariant. Although Dzhafarov (1993) has shown that most fixed-criterion models can be mimicked by fixed-rate models and vice versa, the available physiological evidence seems to support the assumption of a relatively fixed criterion (e.g., Gratton, Coles, Sirevaag, Eriksen, \& Donchin, 1988; Hanes \& Schall, 1996).

Several other previous simple RT models have-like PGM-assumed noisy evidence accumulation and a fixed criterion. For example, Smith and Van Zandt (2000) describe an "accumulator" class of RT models in which the decision process simply totals all of the inputs favoring a given response, and a response is initiated when its total passes a response criterion. Like all simple RT models that we know of, PGM is an accumulator-type model within Smith and Van Zandt's (2000) classification scheme.

Unlike PGM, however, previous simple RT models have usually assumed that evidence is accumulated according to a Poisson process. This conception differs in principle from the notion of a fixed set of grains embodied in PGM, because a Poisson process can generate a potentially limitless number of pieces of evidence. In addition, previous Poisson models have generally assumed that the average rate of accumulation stays constant over time - an assumption known as "stationarity" (Burbeck \& Luce, 1982; Laming, 1968; Link, 1975; Link \& Heath, 1975; Ratcliff, 1978; Smith, 1995; cf. Luce, 1986; but for an exception, see Smith \& Van Zandt, 2000). In contrast, PGM's evidence accumulation process is not stationary, because the rate at
which new activation arrives tends to decrease as the number of already-finished grains increases.

We believe that there are two a priori reasons to prefer the conception of a nonstationary activation system with a fixed number of grains, as embodied in PGM, over a stationary activation system that can generate a potentially limitless number of activation counts, as in Poisson models. One is that different sensory coding systems appear to have different latencies (Bullier \& Nowak, 1995; Murphy, Wong, \& Kwan, 1985), so different stimuli or attributes would provide activation at different times (Nissen \& Pokorny, 1977) resulting in nonstationary activation growth. A second is that the stationarity assumption leads to the prediction of a linear increase in the amount of evidence, at least on the average. In contrast, it seems plausible to expect the growth of activation to be negatively accelerated in physiological systems, because these tend to saturate at the highest activation levels (e.g., Anderson, 1977). Nonlinear activation growth has also been a feature of other recent RT models (e.g., Smith \& Van Zandt, 2000; Usher \& McClelland, 2001), although only for PGM does it arise as a natural consequence of the model's structure.

More importantly, the emphasis of PGM is also different from that of previously suggested models for simple RT. First, through its use of the concept of statistical facilitation, PGM attempts to provide cohesive explanations for a variety of stimulus effects that have previously been modeled in isolation from one another, if at all. As discussed below, most previous simple RT models have been designed to account more specifically for a smaller set of phenomena. It is therefore difficult to compare them to PGM, because they make no predictions about several phenomena that PGM addresses. Second, PGM attempts to model explicitly the effects of stimulus manipulations such as area and duration. In previous models, it has generally been assumed that such manipulations simply had a more or less arbitrary influence on the rate at which evidence accumulates-i.e., simply changed a parameter value. Third, the main aim of PGM is to account for effects on mean RT across a fairly large set of experimental conditions (e.g., factorial variations of area and intensity). More commonly, models of simple RT have focused on just one or two conditions to be explained but sought to model them in more detail (e.g., Burbeck \& Luce, 1982; Smith, 1995).

For example, one previously suggested model is Grice's (1968) variable-criterion model, developed to account for the interaction of intensity and criterion effects. According to this model, the evidence accumulation process is deterministic, with a higher rate of accumulation for more intense stimuli. The criterion varies from condition to condition according to the instructions of the experimenter, and it also varies randomly from trial to trial according to a normal distribution. This model predicts an interaction of intensity and criterion, as does Ashby's (1982) formalization of McClelland's (1979) variable-criterion cascade model, although the latter model was developed primarily for choice RT. These models cannot account for effects of stimulus area or duration, however, without making additional assumptions about how evidence accumulation depends on stimulus characteristics.

Several previous models of simple RT have been designed to account mainly for the distributional properties of simple RTs within a given condition. For example,

Green and Luce (1973) suggested that evidence accumulation could be modeled as a Poisson counting process, with the response criterion defined in terms of either the amount of time needed to reach a fixed number of counts or the number of counts obtained within a fixed time. These models differ from PGM both theoretically and in application. An important theoretical difference is that they include a stationary evidence accumulation process, as discussed above. In application, the models differ in that Green and Luce used their models to fit the shapes of simple RT distributions, primarily evaluating the model's predictions regarding the shape of the hazard function in the upper tail of the RT distribution, whereas PGM has been applied mainly to the modeling of experimental effects on mean RT (stimulus area, duration, etc.). One point of similarity between the Poisson models and PGM is that both can provide principled accounts of the duration effect. In the former models, it would be natural to assume that the Poisson process stopped at stimulus offset, just as PGM's activation process does. Indeed, Hildreth (1979) developed a version of the Poisson model incorporating this assumption to account for the interactive effects of intensity and duration on simple RT. The major difference between Hildreth's model and PGM, aside from the broader application of the latter, is that in the former model counts contributing toward the response criterion are activated by a stationary Poisson process, and hence are potentially limitless in number, rather than by a fixed set of stimulus-activated grains. Like PGM, this model could only account for the Bro-ca-Sulzer effect with the additional assumption that stimulus offset triggers special activity (i.e., Poisson counts).

Other simple RT models have also been developed to account for specific stimu-lus-related phenomena, especially the redundant signals effect in two-channel divid-ed-attention tasks (e.g., Raab, 1962b; Schwarz, 1989; see Colonius \& Townsend, 1997, and Townsend \& Nozawa, 1995, 1997, for more detailed characterization of these models). As mentioned earlier, Raab (1962b) proposed a race model in which the response on a redundant-signals trial is determined by the faster of the detection processes on the two separate channels (for elaborations of this model, see Gielen, Schmidt, \& Van den Heuvel, 1983; Meijers \& Eijkman, 1977). This model predicts that RT distributions should satisfy Inequality 10 , however, and is thus ruled out by observed violations of it (Miller, 1982b). According to Schwarz's (1989) superposition model, in contrast, the onset of a stimulus in either channel initiates a stationary counting process, and the response is initiated when a criterion number of counts is reached. When redundant signals are presented, counting processes are initiated by both channels, and the response is initiated when the total number of counts across both channels reaches the criterion-that is, there is superposition of the counting processes. If the response criterion is greater than one, the superposition model is not a race model, so it not only predicts the RSE but also is compatible with violations of Inequality 10. In fact, PGM is quite similar to this superposition model; the main differences are-as already mentioned-that PGM has a nonstationary counting process based on the order statistics from a finite set of grains, not a Poisson process, and that PGM has been applied to a much broader range of phenomena.

Burbeck and Luce (1982), Rouder (2000), and Smith (1995) have also developed race models of simple RT to account for effects of stimulus intensity and stimulus
onset type (i.e., abrupt versus ramped). In general, weak, gradual-onset stimuli yield increasing RT hazard functions, but intense, abrupt-onset stimuli yield $\cap$-shaped ones. Consistent with known physiology of sensory systems, their models allowed transient and sustained stimulus properties to activate different channels, each of which was represented in these models as a single detector. In Burbeck and Luce's model, simple RT was determined by the winner of a race between transient versus sustained detectors; Smith considered both this race model and a model in which activation was pooled across the two types of detectors. The models were mainly applied to the hazard functions of simple RT, and they provided good accounts of the change in hazard function shape as a function of stimulus intensity.

Although PGM was not designed to account for the changing shapes of hazard functions, it seemed worthwhile to consider how it might produce the observed patterns because these are sometimes regarded as highly diagnostic for RT models (e.g., Luce, 1986; Smith, 1995; but see Van Zandt \& Ratcliff, 1995). The basic version of PGM yields increasing hazard functions for most parameter values. If the stimuli are presented briefly or if the model is elaborated by allowing either different types of grains for sustained and transient stimulus properties or variation in $c$ across trials, however, predicted hazard functions can take on the $\cap$ shape. Moreover, this shape is quite pronounced when stimulus intensity is high (i.e., when $\mu_{x}$ is small), and it tends to flatten out as stimulus intensity decreases. Thus, PGM is quite capable of providing an explanation for the observed change in hazard function shapes as a function of stimulus intensity. Moreover, criterion variation could provide a general mechanism to explain more wide-ranging evidence that hazard functions get less peaked as RT increases in a variety of tasks (Maddox et al., 1998).

### 9.2. Evaluation of PGM's assumptions

PGM is based on two primary assumptions: (1) the decision to respond occurs at the arrival of the $c$ th finisher from a large set of activated grains, and (2) the number of activated grains tends to increase with stimulus area, duration, intensity, and number. These are the two key assumptions required to produce statistical facilitation, which is the mechanism underlying much of PGM's success in predicting the various patterns of data considered here. The former assumption is consistent in spirit with virtually all accumulation models of RT, and the latter is quite consistent with existing neurophysiological evidence.

In addition, we invoked a number of more detailed subsidiary assumptions to simplify the model mathematically, and it is doubtful whether these assumptions are exactly correct. The question naturally arises, then, of whether these subsidiary assumptions are crucial for the basic predictions of the model. In this section, we briefly present some simulations indicating that reasonable violations of these assumptions do not seriously distort the basic qualitative predictions of the model, although different parameter values would needed to obtain the same quantitative predictions under alternative subsidiary assumptions.

The main subsidiary assumption was that motor time was approximately constant. As already noted, however, this assumption has no impact on the model's
predictions about statistical facilitation in mean RT, which are the main focus of the model. In addition, there were three other more technical subsidiary assumptions: First, the criterion $c$ was assumed to be constant in fitting all of the data sets considered here, although we did briefly consider the possibility of a variable $c$ in the discussion of $\cap$-shaped hazard functions. It would seem quite realistic to build in a small amount of random variation in $c$ across trials. Variation in the criterion is plausible theoretically, because random fluctuations seem to be inherent in any biological system, and it is also suggested by certain empirical findings such as the increase in RT following error trials (e.g., Rabbitt, 1989), although evidence suggests that the amount of variation is small as already noted (Hanes \& Schall, 1996). Second, the transmission time $\mathbf{Y}$ was assumed to follow an exponential distribution. This assumption yields the simplest expressions for the decision time distribution (e.g., Eq. (7)), but other distributions such as the gamma actually provide theoretically more plausible models of finishing times for the sort of transmission process considered here (e.g., McGill, 1963; McGill \& Gibbon, 1965). Third, the arrival times of different grains $\mathbf{T}$ were assumed to be independent of one another. In reality, it seems more likely that these arrival times would be positively correlated, because they would likely be affected in the same manner by trial-to-trial fluctuations in alertness, arousal, motivation, and so on.

Fig. 14 displays results obtained when these subsidiary assumptions are relaxed, and these results suggest that the effects of statistical facilitation do not depend much on the subsidiary assumptions. Each panel shows how predicted mean RT depends on the number of grains under a different set of assumptions. ${ }^{12}$ The solid line in each
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Fig. 14. Effects of relaxing the subsidiary assumptions within PGM. Within each panel, the dotted and dashed lines show predicted mean reaction time (RT) as a function of the number of available grains $G$ with PGM's assumptions relaxed in one or more ways. For comparison purposes, the solid line in each panel shows predictions computed with the specific assumptions that have been employed throughout this article and with the following default parameters values: $c=4, \mu_{x}=20 \mathrm{~ms}, \mu_{y}=400 \mathrm{~ms}, \mu_{M}=150 \mathrm{~ms}$, and $d=\infty$ (i.e., response-terminated stimuli). Panel $A$ shows the effect of relaxing the assumption that the criterion is constant. The dotted line shows mean RTs when $c$ varies randomly from trial to trial using the same distribution used in Fig. 13 (i.e., values of $4,812,16$ and 20 with probabilities of $.9625, .02, .01$, .005 , and .0025 , respectively). Panel $B$ shows the effect of relaxing the assumption that the transmission time $\mathbf{Y}$ is an exponential random variable. The predictions shown in the dotted line were computed using instead a gamma distribution of transmission times with a mean of 400 ms and a shape parameter of 3 . Panel C shows the effect of relaxing the assumption that the transmission times are uncorrelated. The dotted lines show the predicted RTs when the transmission times are correlated to the indicated degree. Panel $D$ shows the combined effect of relaxing all three assumptions at the same time (i.e., $c$ varying and correlated gamma-distributed Y's).
panel is for comparison purposes, and it displays once again PGM's predictions based on all the subsidiary assumptions, as already shown in Fig. 3.

Panel A illustrates the effect of letting the criterion $c$ vary randomly from trial to trial. As specified in the figure caption, $c$ took on values from 4 to 20. The value $c=4$ was used on most trials, consistent with evidence suggesting a relatively constant criterion as noted earlier, but larger values of $c$ were used on some trials to mimic small
lapses in attention or readiness that might increase the criterion above this presumably optimal level. The results are striking: the predictions allowing this criterion variation are almost exactly identical to those without it, so the two lines in the figure are nearly superimposed. Thus, it appears that criterion variation can have quite large effects on the shapes of RT hazard functions (cf. Fig. 13) even though it has relatively small effects on mean RT.

Panel B shows what happens if transmission times are assumed to have a gamma distribution rather than an exponential distribution. Specifically, we used a gamma distribution with shape parameter equal to three, which produces a fairly bell-shaped distribution with a long positive tail. The mean of this distribution was set to $\mu_{y}=400 \mathrm{~ms}$ to match that of the exponential it replaced. With gamma rather than exponential transmission times, mean RTs are increased by approximately 100 ms , but the overall pattern of statistical facilitation (i.e., decreasing RT with increasing $G)$ is preserved nicely. The increase of 100 ms in overall RT is not important, because it could be counteracted by reductions in the motor time, the mean transmission time, or both. A more subtle point is that the amount of statistical facilitation is not strictly tied to the variance of the transmission times, but also depends on their distribution. In this example, the gamma produces approximately the same amount of statistical facilitation (i.e., decrease in RT with increasing $G$ ) as the exponential, despite the fact that the variance of the exponential is almost three times as large. Apparently, the amount of statistical facilitation depends heavily on the shape of the lower tail of the transmission time distribution, not just on its overall variance. Within the present context, this fact is important because it implies that realistic statistical facilitation could be obtained with much smaller transmission time variance than is suggested by examining only the mathematically convenient case of exponential transmission times. It is also interesting that statistical facilitation approaches its asymptote more slowly as $G$ increases for the gamma than for the exponential; for example, as $G$ changes from 90 to 120 , RT decreases approximately twice as much for the gamma as for the exponential. Thus, it is difficult to estimate $G$ from looking at changes in RT, because the relationship between RT and $G$ asymptotes at different $G$ values under different distributional assumptions.

Panel C displays the effects of assuming correlated rather than independent transmission times. Specifically, the transmission times for all grains activated on a given trial were correlated at the values of $\rho=.4$ or $\rho=.8$, as indicated in the figure. Activation times were still independent of one another, and of the transmission times, but this is not of much importance because activation times contribute little to the overall RT. Interestingly, correlations among transmission times increase overall RT and slow the rate of decrease in RT as $G$ increases. Intuitively, both of these effects arise because there is less statistical facilitation when the grains are positively correlated. In the limit of perfectly correlated grains, for example, there would be no statistical facilitation at all, and RTs would be both quite large and completely insensitive to $G$. With imperfect correlations, of course, there is some statistical facilitation, but it grows more slowly with $G$ and asymptotes at larger values of $G$ (e.g., mean RT decreases more as $G$ changes from 90 to 120 with $\rho=.8$ than with $\rho=0$ ).

Panel D shows the combined effects of relaxing all assumptions simultaneously. Here the predictions were obtained by simulating a version of PGM in which (a) the criterion $c$ varied randomly, as in Panel A; (b) the transmission times had a gamma distribution, as in Panel B; and (c) the transmission times of different grains were correlated, as in Panel C. The predicted RTs in this panel show the same effects of correlation as already seen in Panel C, but they are longer overall because of the gamma, as in Panel B.

In summary, the subsidiary assumptions of PGM do not seem to be crucial in determining the qualitative patterns of its predictions, because the phenomenon of statistical facilitation is quite robust. Instead, the robustness of the predictions suggests that the model could still provide reasonable predictions under different sets of subsidiary assumptions than those employed here. Of course, the exact quantitative predictions of the model do depend on both the subsidiary assumptions and the values of the parameters. In particular, given a fixed set of parameter values (e.g., number of grains, mean activation, and transmission times, etc.) the overall predicted RT is substantially larger if the transmission times have a gamma rather than an exponential distribution or if the different grains have correlated rather than independent transmission times. To fit a given data set under different subsidiary assumptions, then, it would presumably be necessary to adjust these parameter values.

### 9.3. Parameter estimates

It is somewhat encouraging that reasonable parameter estimates were obtained in fitting the data sets considered here. Usually, the criterion $c$ was $2, G$ was approximately $10-80, \mu_{x}$ values were approximately $1-200 \mathrm{~ms}$ (depending on stimulus intensity), $\mu_{y}$ values were approximately $100-400 \mathrm{~ms}$, and the mean motor time $\mu_{M}$ was approximately $100-200 \mathrm{~ms}$. Of course, some variation in parameter values across studies is inevitable. Differences in stimulus parameters (e.g., modality, size, and intensity) would naturally affect $G, \mu_{x}$, and possibly $c$; differences in response manipulanda would affect $\mu_{M}$; and subject differences (e.g., age) could affect all parameters, including $\mu_{y}$. Reasonable parameter estimates and reasonable consistency of these estimates across data sets, however, are clearly desirable features of the model.

It also appears that the parameter values are identifiable-that is, that they can be estimated separately from one another based on the sets of data considered here. The mathematical structure of PGM is quite complex (e.g., Eq. (7)), so it is difficult to establish their identifiability mathematically. When parameters are not identifiable, however, problems are encountered in fitting the model with numerical search algorithms (Wickens, 1982). For example, the search may yield different sets of parameter estimates that give equally good fits to the data. Such problems did not arise in fitting PGM to the present data sets, so it appears that the parameters actually are identifiable (see Smith, 1995, for a similar argument).

Another positive point about the model is that it cannot account for all conceivable patterns of results-that is, it is potentially falsifiable. As argued by Roberts and Pashler (2000), good fits to data do not provide strong support for a model unless there are also potentially plausible patterns of data with which the model is incompatible. To
examine the flexibility of the model, we generated an artificial set of data for the intensity by area interaction. Instead of an overadditive interaction as is found in real data (e.g., Fig. 4), the artificial data had an underadditive interaction-i.e., larger effect of area for more intense stimuli. Using the same parameter estimation techniques applied to the real data set, we found that PGM was simply unable to fit this artificial underadditive pattern. Certain parameter values produced near-additivity in the predicted means, but none produced underadditivity. This shows that the model is potentially falsifiable, not simply a redescription of the data in an alternative notation (e.g., as is a second-order polynomial fit to three ordered data points).

On the other hand, several considerations suggest that PGM's parameter values cannot be taken too seriously. First, due to its nonlinearity, PGM may not fit an average data set even if it fits each of the data sets included in the average. As an obvious example, suppose two observers had identical parameters except that one had $c=3$ and the other had $c=4$. PGM would not fit the average data because $c$ must be an integer, and it is easy to imagine that the parameter estimates would be distorted by this averaging process. Thus, it is doubtful whether the parameters estimated from group averages would equal the average of the individual observer's parameter values.

Second, PGM's subsidiary assumptions have a substantial impact on the parameter estimates. As illustrated in Fig. 14, for example, predicted means are much longer if transmission times have gamma distributions or if grain times are correlated, as compared with the assumption of uncorrelated exponentials. This implies that parameter estimates (e.g., the mean transmission time $\mu_{y}$ ) might change considerably under different subsidiary assumptions. The general structure of PGM (e.g., Eq. (7)) could be used with other sets of subsidiary assumptions, but it is difficult at this point to decide which subsidiary assumptions are most realistic.

Although it does not seem safe to base strong interpretations on PGM's estimated parameter values, PGM still appears quite useful as a general framework within which to consider a variety of simple RT phenomena. In particular, the model shows how a small and plausible set of mechanisms can account for various RT phenomena not addressed by previous models of simple RT. In addition, a broader data base could increase the identifiability of parameter estimates and help constrain the model's subsidiary assumptions (Restle \& Greeno, 1970; Wickens, 1982).

### 9.4. Further extensions of PGM

In developing a new model, one is always faced with a delicate tradeoff between tractability and generality. On one hand, it is desirable for the model to be gen-eral-that is, to account for as many phenomena as possible within its domain of application (e.g., simple RT). On the other hand, the model should also be tractable enough to allow some intuitive grasp of its predictions concerning the various phenomena under consideration. Usually, increasing the complexity of a model increases the number of phenomena for which it can account but simultaneously decreases its tractability. In developing PGM, our initial goal was to evaluate whether the principle of statistical facilitation could account for various phenomena
in the domain of simple RT, but there are clearly a number of directions in which the model could be extended-albeit with some loss of tractability-to account for additional phenomena.

One phenomenon that we have excluded from the present version is that participants tend to produce a certain percentage of anticipations before stimulus occurrence. Such anticipation errors or false alarms are especially frequent when there is time stress or when a weak stimulus must be detected within a stream of ongoing background noise (e.g., Green \& Luce, 1973). It is not difficult to imagine how an extension of PGM might account for such false alarms. One could proceed from the assumption that grains are sometimes spuriously activated by noise alone rather than by a stimulus. For example, available grains could be activated by noise during the foreperiod at a rate much lower than the rate after stimulus onset. If enough grains are activated during the foreperiod, they could produce a false alarm response, and this will clearly be most likely when the criterion is low. We have deliberately excluded this complication in the present version of PGM, because it would greatly complicate the mathematical representation of the model. In addition, it would not help explain the effects considered here, which were after all obtained in experiments using easily detectable stimuli and yielding few false alarms.

A second phenomenon that we have not addressed is that the physical properties of the stimulus may influence the dynamics of response execution as well as RT. For example, participants react not only more quickly but also more forcefully to intense stimuli than to weak ones (e.g., Angel, 1973; Jaśkowski, Rybarczyk, Jaroszyk, \& Lemański, 1995; Miller, Franz, \& Ulrich, 1999). Similarly, response force also increases with stimulus duration (Ulrich et al., 1998). These findings cannot be explained by the present version of PGM, which only describes the latency of stimulus detection.

Nonetheless, a simple extension of PGM might also account for the effects of stimulus properties on response dynamics. According to this extension, response output dynamics (e.g., force) increase with the number of activated grains that arrive within a short time after the response has been initiated. As in the present version, the arrival of the $c^{\prime}$ 'th grain would determine the decision time and thus the RT. In addition, however, grains arriving after detection would also be transmitted to the motor system, where they would tend to increase response force. Consider, for example, the study of Ulrich et al. (1998). Participants were asked for speeded responses to stimuli varying in intensity and duration, and RT depended on both of these factors as already shown in Fig. 5. In addition, response force increased with both the intensity and the duration of the stimulus. More interestingly, response force continued to increase with stimulus duration up to 200 ms , whereas RT was independent of duration beyond about 50 ms . These findings are completely consistent with the notion that grains arriving after detection can increase force even though they are too late to influence RT.

## 10. Conclusions

In this article we have developed a model in which stimuli activate a number of parallel grains, and detection occurs when a sufficient number of these grains
reach a decision center. Within this framework, we have shown how Raab's (1962b) principle of statistical facilitation can explain various phenomena of simple RTs, including effects and interactions of stimulus intensity, duration, and area, and coactivation effects. Statistical facilitation provides a coherent conceptual account of these phenomena requiring only the very plausible assumption that the number of activated grains depends in the obvious way on these stimulus manipulations. Such an assumption is clearly also consistent with neurophysiological evidence concerning the parallel representations of incoming sensory information.

It seems natural to ask whether the parallel grains model can also be extended to other tasks, especially choice RT, and whether the principle of statistical facilitation can also account for phenomena arising within a broader domain. Although a model of choice RT is beyond the scope of this article, a variety of other work suggests that it may be an important unifying principle in RT modeling. For example, Logan $(1988,1992)$ has described a model of automaticity that relies heavily on the concept of statistical facilitation to account for practice effects. In addition, Bundesen (1990) used a race-model framework to account for the selection and recognition of single stimuli in multi-element displays. Several authors have suggested race models to explain performance in the stop-signal paradigm, where participants must withhold a choice-RT response if instructed to do so by a special stop signal (e.g., Logan \& Cowan, 1984; Osman et al., 1986), and others have suggested versions of race models to account for redundant targets effects in choice RT (e.g., Mordkoff \& Yantis, 1991; Townsend \& Nozawa, 1995). The fact that a number of specific phenomena in choice RT can be explained by race models suggests that a theory based on the principle of statistical facilitation may also provide a unifying framework within this broader domain.
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## Appendix A. The distribution of a grain's arrival time

[^12]\[

$$
\begin{equation*}
\mathbf{T}=\mathbf{X}+\mathbf{Y} \tag{A.1}
\end{equation*}
$$

\]

According to our assumptions, the activation time $\mathbf{X}$ has a truncated exponential distribution with rate $\lambda_{x}$ and PDF

$$
\begin{equation*}
f_{X}(t \mid \mathbf{X} \leqslant d)=\frac{\lambda_{x} \exp \left(-\lambda_{x} t\right)}{1-\exp \left(-\lambda_{x} d\right)} \tag{A.2}
\end{equation*}
$$

and the transmission time $\mathbf{Y}$ has an untruncated exponential distribution with rate $\lambda_{y}$ and PDF

$$
\begin{equation*}
f_{Y}(t)=\lambda_{y} \exp \left(-\lambda_{y} t\right) \tag{A.3}
\end{equation*}
$$

Assuming that $\mathbf{X}$ and $\mathbf{Y}$ are independent, the PDF of $\mathbf{T}$ is given by the convolution of the two distributions

$$
\begin{equation*}
f_{T}(t \mid \mathbf{X} \leqslant d)=\int_{0}^{\min (t, d)} f_{X}\left(t^{\prime} \mid \mathbf{X} \leqslant d\right) \cdot f_{Y}\left(t-t^{\prime}\right) \mathrm{d} t^{\prime} \tag{A.4}
\end{equation*}
$$

Inserting the corresponding expressions for $f_{X}(t)$ and $f_{Y}(t)$ yields

$$
\begin{equation*}
f_{T}(t \mid \mathbf{X} \leqslant d)=\int_{0}^{\min (t, d)} \frac{\lambda_{x} \exp \left(-\lambda_{x} t^{\prime}\right)}{1-\exp \left(-\lambda_{x} d\right)} \cdot \lambda_{y} \exp \left[-\lambda_{y}\left(t-t^{\prime}\right)\right] \mathrm{d} t^{\prime} \tag{A.5}
\end{equation*}
$$

Integrating and simplifying gives

$$
f_{T}(t \mid \mathbf{X} \leqslant d)= \begin{cases}\frac{\lambda_{x} \lambda_{y}\left[\exp \left(-\lambda_{y} t\right)-\exp \left(-\lambda_{x} t\right)\right]}{\left.\left(\lambda_{x}-\lambda_{y}\right)\left[1-\exp \left(-\lambda_{x}\right)\right]\right]} & \text { if } t \leqslant d  \tag{A.6}\\ \frac{\lambda_{x} \lambda_{y}\left\{1-\exp \left[-\left(\lambda_{x}\right)\right.\right.}{\left.\left(\lambda_{x}-\lambda_{y}\right)[1-\exp (]) \cdot \exp \left(-\lambda_{x} d\right)\right]} & \text { otherwise. }\end{cases}
$$

The CDF of $\mathbf{T}$ is

$$
\begin{align*}
F_{T}(t \mid \mathbf{X} \leqslant d) & =\operatorname{Pr}\{\mathbf{T} \leqslant t\}  \tag{A.7}\\
& =\int_{0}^{t} f_{T}\left(t^{\prime} \mid \mathbf{X} \leqslant d\right) \mathrm{d} t^{\prime} \tag{A.8}
\end{align*}
$$

Thus, integration of Eq. (A.6) yields the CDF of the grain arrival time $\mathbf{T}$

## Appendix B. The distribution of the decision latency

In this section we derive the CDF of the detection latency $\mathbf{D}$. It will be shown that this distribution is a binomial probability mixture of order statistics.

First, let $\mathbf{N}$ represent the number of grains activated in a single trial and note that $\mathbf{N}$ is binomially distributed. Therefore, the probability that $\mathbf{N}=n$ grains become active from a total pool of $G$ grains is

$$
\begin{equation*}
\operatorname{Pr}\{\mathbf{N}=n\}=\binom{G}{n} \alpha^{k}(1-\alpha)^{G-n} \tag{B.1}
\end{equation*}
$$

where the grain activation probability $\alpha$ is given by Eq. (4). Thus, the probability of stimulus detection is simply

$$
\begin{align*}
\operatorname{Pr}\{\mathbf{N} \geqslant c\} & =1-\operatorname{Pr}\{\mathbf{N}<c\},  \tag{B.2}\\
& =1-\sum_{n=0}^{c-1}\binom{G}{n} \alpha^{k}(1-\alpha)^{G-n} . \tag{B.3}
\end{align*}
$$

A numerical example might help to illustrate this expression: Assuming a stimulus duration of $d=40 \mathrm{~ms}$ and a mean grain activation time of $\mu=20 \mathrm{~ms}$, then Eq. (4) yields $\alpha=.865$. Furthermore, assuming $G=60$ grains and a criterion of $c=8$, the probability of stimulus detection is virtually one and on the average $M=51.9(S D=2.6)$ grains will be active.

Second, imagine that in a given trial $n$ grains become active and satisfy the response criterion $c$ (i.e., $c \leqslant n \leqslant G)$. Under this condition the CDF of decision latency $\mathbf{D}$ is the distribution of the $c t$ th order statistic in the ordered sample $\mathbf{T}_{1: n}<\mathbf{T}_{2: n}<\cdots<\mathbf{T}_{n: n}$ of arrival times, where $\mathbf{T}_{1: n}$ denotes the fastest arrival time, $\mathbf{T}_{2: n}$ the second fastest, and so on. The CDF of the decision time $\mathbf{D}=\mathbf{T}_{c: n}$ can be obtained from the CDF $F_{T}(t)$ of $\mathbf{T}$ (cf. Mood et al., 1974)

$$
\begin{equation*}
F_{D}(t \mid \mathbf{N}=n)=\sum_{j=c}^{n}\binom{n}{j}\left[F_{T}(t)\right]^{j}\left[1-F_{T}(t)\right]^{n-j} \tag{B.4}
\end{equation*}
$$

Note that this CDF is conditioned on the exact number, $n$, of grains activated in a single trial.
Finally, standard techniques for probability mixtures (cf. Everitt \& Hand, 1981) have to be employed to compute the unconditioned CDF of $\mathbf{D}$

$$
\begin{align*}
F_{D}(t) & =\frac{\sum_{n=c}^{G} \operatorname{Pr}\{\mathbf{N}=n\} \cdot F_{D}(t \mid \mathbf{N}=n)}{\operatorname{Pr}\{\mathbf{N} \geqslant c\}},  \tag{B.5}\\
& =\frac{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n} \cdot F_{D}(t \mid \mathbf{N}=n)}{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n}},  \tag{B.6}\\
& =\frac{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n} \sum_{j=c}^{n}\binom{n}{j}\left[F_{T}(t)\right]^{j}\left[1-F_{T}(t)\right]^{n-j}}{\sum_{n=c}^{G}\binom{G}{n} \alpha^{n}(1-\alpha)^{G-n}} . \tag{B.7}
\end{align*}
$$

## Appendix C. The CDF of decision time $D_{r}$ for redundant-signals trials

In this section we present the CDF of decision time $\mathbf{D}_{\mathrm{r}}$ in redundant-signals trials. We derive this CDF for signals of infinite durations, which seems to be an appropriate simplification for the experiments considered in this article, all of which used response-terminated stimuli. At the end, we indicate briefly how to generalize the predictions to signals of finite duration, although we do not present the equations for this case.

Let $\mathbf{N}_{\mathrm{a}}(t)$ and $\mathbf{N}_{\mathrm{v}}(t)$ denote the number of auditory and visual grains arriving at the decision center by time $t$. Then, because of the following equivalence (Feller, 1971, p. 372):

$$
\begin{equation*}
\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\} \Longleftrightarrow\left\{\mathbf{N}_{\mathrm{a}}(t)+\mathbf{N}_{\mathrm{v}}(t) \geqslant c\right\} \tag{C.1}
\end{equation*}
$$

we may write

$$
\begin{align*}
\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\} & =\operatorname{Pr}\left\{\mathbf{N}_{\mathrm{a}}(t)+\mathbf{N}_{\mathrm{v}}(t) \geqslant c\right\},  \tag{C.2}\\
& =\sum_{j=c}^{G_{\mathrm{a}}+G_{\mathrm{v}}} \operatorname{Pr}\left\{\mathbf{N}_{\mathrm{a}}(t)+\mathbf{N}_{\mathrm{v}}(t)=j\right\},  \tag{C.3}\\
& =\sum_{j=c}^{G_{\mathrm{a}}+G_{\mathrm{v}}} \sum_{i=0}^{j} \operatorname{Pr}\left\{\mathbf{N}_{a}(t)=i \cap \mathbf{N}_{\mathrm{v}}(t)=j-i\right\} . \tag{C.4}
\end{align*}
$$

Invoking independence of grain processing times yields

$$
\begin{equation*}
\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}=\sum_{j=c}^{G_{\mathrm{v}}+G_{\mathrm{a}}} \sum_{i=0}^{j} \operatorname{Pr}\left\{\mathbf{N}_{a}(t)=i\right\} \cdot \operatorname{Pr}\left\{\mathbf{N}_{\mathrm{v}}(t)=j-i\right\} . \tag{C.5}
\end{equation*}
$$

$\mathbf{N}_{\mathrm{a}}(t)$ has a binomial distribution with parameters $G_{\mathrm{a}}$ and $p=F_{T_{\mathrm{a}}}(t)$, where $F_{T_{\mathrm{a}}}(t)$ is the CDF of $\mathbf{T}_{\mathrm{a}}$. Analogously, $\mathbf{N}_{\mathrm{v}}(t)$ follows a binomial distribution with parameters $G_{\mathrm{v}}$ and $F_{T_{\mathrm{v}}}(t)$. Thus we can rewrite Eq. (C.5) as

$$
\begin{equation*}
\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}=\sum_{j=c}^{G_{\mathrm{a}}+G_{\mathrm{v}}} \sum_{i=0}^{j}\binom{G_{\mathrm{a}}}{i}\left[F_{T_{\mathrm{a}}}(t)\right]^{i}\left[1-F_{T_{\mathrm{a}}}(t)\right]^{G_{\mathrm{a}}-i} \times\binom{ G_{\mathrm{v}}}{j-i}\left[F_{T_{\mathrm{v}}}(t)\right]^{j-i}\left[1-F_{T_{\mathrm{v}}}(t)\right]^{G_{\mathrm{v}}-j+i} \tag{C.6}
\end{equation*}
$$

with $\binom{G_{\mathrm{a}}}{i}=0$ if $i>G_{\mathrm{a}}$ and $\binom{G_{\mathrm{v}}}{j-i}=0$ if $j-i>G_{\mathrm{v}}$. The mean and the variance of $\mathbf{D}_{\mathrm{r}}$ can be obtained by Eqs. (8) and (9), respectively, with $\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}$ replacing $F_{D}(t)$.

With signals of finite duration, only a subset of the pool of available grains within each modality is activated. Thus the probability $\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}$ is the CDF of a mixture distribution, with each element of the mixture conditioned on the numbers of activated grains within each modality, each of which follows a binomial distribution as described by Eq. (B.1) in Appendix B. The probability $\operatorname{Pr}\left\{\mathbf{D}_{\mathrm{r}} \leqslant t\right\}$ can thus be obtained with a version of Eq.(C.6), modified by letting the numbers of grains be random variables and weighting by the binomial probabilities of their different values.
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[^1]:    ${ }^{1}$ An exception arises if the finishing times of the two racers are perfectly correlated. We will ignore this exception, however, because perfect correlations are extremely implausible in noisy biological systems.

[^2]:    ${ }^{2}$ In many race models for choice RT tasks, the racers activate different responses rather than the same response (e.g., LaBerge, 1962; Van Zandt, Colonius, \& Proctor, 2000). Such models will not be considered here because they do not produce statistical facilitation of the sort that is central to the current model.

[^3]:    ${ }^{3}$ In this article, we follow the common convention of using boldface letters to denote random variables.

[^4]:    ${ }^{4}$ Eqs. (8) and (9) are based on the fact (e.g., Feller, 1971, p. 150, Lemma 1) that the $i$ th moment $E\left[\mathbf{X}^{i}\right]$ of any positive random variable $\mathbf{X}$ with $\operatorname{CDF} F(x)$ can be computed from
    $E\left[\mathbf{X}^{i}\right]=i \int_{0}^{\infty} x^{i-1}[1-F(x)] \mathrm{d} x$.

[^5]:    ${ }^{5}$ For all fits in this article, parameters were estimated using the simplex parameter search algorithm (Rosenbrock, 1960) to minimize the root mean square error ( $R M S e$ ) between predicted and observed values. Because such search algorithms do not always find the optimal parameter estimates (e.g., due to problems with local minima), PGM may actually produce somewhat better fits than we report.

[^6]:    ${ }^{6}$ The notion that increasing the criterion helps reduce errors implicitly assumes that grains are sometimes spuriously activated by noise alone. PGM does not explicitly include this type of noise within the model, but it would clearly be compatible with the basic postulates of the model.

[^7]:    ${ }^{7}$ Ulrich and Giray (1986) have shown that the predictions of race models discussed here and below are not qualitatively different if one takes into account the influence of a variable motor component of RT, so we will ignore that component to simplify the presentation.
    ${ }^{8}$ Raab (1962b) showed that this inequality is true for normal random variables, but a more general proof is easily constructed for any random variables $\mathbf{X}$ and $\mathbf{Y}$. Note that $\mathbf{X}-\min (\mathbf{X}, \mathbf{Y}) \geqslant 0$ must always be true. Hence it follows that $E[\mathbf{X}] \geqslant E[\min (\mathbf{X}, \mathbf{Y})]$.

[^8]:    ${ }^{9}$ As discussed in the introduction, the version of PGM used to compute the fits shown in Fig. 7 assumes a constant motor time, $\mathbf{M}$, and the fits thus illustrate that violations occur at the level of detection times within PGM. If $\mathbf{M}$ were allowed to vary randomly, ad hoc assumptions about its probability distribution (e.g., normal) and its relation to $\mathbf{D}$ (e.g., independence) would be needed to generate predicted RT distributions. The extra flexibility provided by these ancillary assumptions would tend to improve the fit, but we prefer to avoid making them in order to emphasize the violations that arise naturally within PGM. Furthermore, even if there is motor variability, two considerations suggest that it may be safe to ignore it in trying to model violations of the race model inequality. First, there is evidence that the violations arise before the onset of motor processes (Miller, Ulrich, \& Lamarre, 2001; Mordkoff, Miller, \& Roch, 1996; but see Giray \& Ulrich, 1993), in which case detection and decision processes rather than motor processes would be responsible for the effect. Second, Ulrich and Giray (1986) have shown that motor variability would have only a quantitative rather than a qualitative effect on these violations if it were present.

[^9]:    ${ }^{10}$ A difficulty in reaching any generalization about skewness changes is that authors who report skewness values often do not specify exactly how they computed it. Thus, it is often unclear whether the reported values are absolute skewness (i.e., third central moment, $\mu_{3}$ ), relative skewness (third central moment divided by sd ${ }^{3}$ ), or possibly some other measure altogether (for various definitions of skewness see Stuart \& Ord, 1987). This ambiguity is especially troublesome because relative and absolute measures of skewness need not change in the same direction, as mean RT changes, because $S D$ also varies.

[^10]:    ${ }^{11}$ The asymptotic behavior of PGM's hazard function with increasing $t$ may be analyzed more formally for the situation when all grains $G$ become activated during a single trial. Such a situation occurs with relatively intense or long stimuli. Let $f_{\mathrm{D}}(t)$ be the PDF of decision time $\mathbf{D}$ for the case in which all grains are activated in each trial. It is known that when $-\ln \left[f_{\mathrm{D}}(t)\right]$ is convex, the hazard function of $f_{\mathrm{D}}(t)$

[^11]:    ${ }^{12}$ This footnote describes how we obtained predicted values with relaxed assumptions, as shown in the four panels of Fig. 14. Panel $A$ : The assumed variation in $c$ produces a mixture distribution (Everitt \& Hand, 1981) of detection times as discussed in connection with Fig. 13. The overall mean of this mixture is a weighted average of the conditional means given each of the possible $c$ values, with weights equal to the probabilities of those values, as given in the figure caption. Panel B: Assuming that transmission time follows a gamma distribution rather than an exponential distribution changes the distribution of arrival times, $F_{T}(t)$, from a convolution of two exponentials to the convolution of an exponential and a gamma. This convolution was evaluated numerically and then used to compute the CDF of detection times, $F_{D}(t)$, via Eq. (7). The mean detection time was then obtained from Eq. (8) using the CDF just computed. Panel $C$ : For each value of $G$, the predicted mean was computed by simulating 10,000 trials and averaging their RTs. To simulate each trial, $G$ transmission times were generated using a method that produced the desired intercorrelations. In brief, the method started by generating $G$ correlated normal random variables using standard techniques (e.g., Graybill, 1969). Then, the CDF of each normal random variable was computed, and it was replaced by the value with that same CDF in the desired exponential distribution $\left(\mu_{y}=400\right)$ of transmission times. The extent of correlation of the underlying normals was adjusted by trial and error to produce a value that would yield the desired numerical correlation (i.e., .4 or .8 ) after the transformation to exponentials (see Miller, 1998, for further description). Once the $G$ correlated exponentials had been generated, each was incremented by a random activation time, and the $c^{\prime}$ 'th smallest total was selected as the decision time for that trial. Panel D: Simulation was used for this panel as for Panel C, with two main differences in procedure. First, on each trial the value of $c$ was randomly chosen using the same set of values and probabilities as in panel A. Second, each of the intercorrelated normal random variables was replaced by the value with the same cumulative probability from the desired gamma distribution of transmission times.

[^12]:    In this section we derive the PDF and the CDF for the arrival time, $\mathbf{T}$, of a single grain at the decision center. As described in the text, the arrival time is assumed to be the sum of an activation time, $\mathbf{X}$, and a transmission time, $\mathbf{Y}$, namely

