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The cortical integration of auditory and visual features is crucial for efficient object recognition. Previous studies have shown that
audiovisual (AV) integration is affected by where and when auditory and visual features occur. However, because relatively little is known
about the impact of what is integrated, we here investigated the impact of semantic congruency and object familiarity on the neural
correlates of AV integration. We used functional magnetic resonance imaging to identify regions involved in the integration of both
(congruent and incongruent) familiar animal sounds and images and of arbitrary combinations of unfamiliar artificial sounds and object
images. Unfamiliar object images and sounds were integrated in the inferior frontal cortex (IFC), possibly reflecting learning of novel AV
associations. Integration of familiar, but semantically incongruent combinations also correlated with IFC activation and additionally
involved the posterior superior temporal sulcus (pSTS). For highly familiar semantically congruent AV pairings, we again found AV
integration effects in pSTS and additionally in superior temporal gyrus. These findings demonstrate that the neural correlates of object-
related AV integration reflect both semantic congruency and familiarity of the integrated sounds and images.
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Introduction
The integration of auditory and visual object features is a crucial
aspect of efficient object recognition. Single-cell studies
(Meredith and Stein, 1983, 1996) and more recent functional
magnetic resonance imaging (fMRI) experiments (for review, see
Calvert, 2001; Amedi et al., 2005) have demonstrated that neural
responses to audiovisual (AV) stimulation are most pronounced
for stimuli which coincide in space and time. In contrast, as yet
relatively little is known about the potential impact of semantic
AV object features on the topography and strength of cortical
responses.

So far, only very few studies included an explicit manipulation
of semantic AV congruency. Laurienti et al. (2004) have shown
that semantically congruent, but not incongruent AV combina-
tions result in a behavioral performance enhancement. On the
neural level, integration of congruent AV combinations evoked
stronger activations of higher-level visual (Belardinelli et al.,

2004) and auditory regions (van Atteveldt et al., 2004, 2007) and
superior temporal sulcus (STS) (Calvert et al., 2000). Posterior
temporal regions around STS (pSTS) and middle temporal gyrus
(MTG) appeared to be slightly more involved in integration
of semantically congruent than incongruent combinations
(Beauchamp et al., 2004; van Atteveldt et al., 2004), but were also
significantly activated by incongruent AV pairings (Taylor et al.,
2006). In line with these human neuroimaging studies, there is
also electrophysiological evidence for AV integration of congru-
ent sounds and images in primate auditory cortex (Ghanzanfar et
al., 2005) and anterior STS (Barraclough et al., 2005). Moreover,
single-cell data indicate an involvement of primate prefrontal
cortex in the integration of both abstract AV material, such as
colors and tones (Fuster et al., 2000) and natural communication
signals (Sugihara et al., 2006). Supporting these findings, stron-
ger AV integration effects for semantically incongruent than con-
gruent AV object features have also been reported in human
fMRI studies (Belardinelli et al., 2004; Taylor et al., 2006).

Together, these previous studies suggest a number of cortical
candidate regions in human temporal and frontal lobes for
object-related AV integration. However, so far, fMRI studies have
only used highly familiar sounds and images (Beauchamp et al.,
2004a,b; Belardinelli et al., 2004; van Atteveldt et al., 2004; 2007;
Taylor et al., 2006). This allowed the variation of semantic con-
gruency, whereas the impact of stimulus familiarity on the neural
correlates of object-related AV integration has remained mostly
unknown.

In the present fMRI study, we investigated the impact of both
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semantic congruency and stimulus familiarity on the aforemen-
tioned frontotemporal cortical network. We compared the inte-
gration of unfamiliar artificial object images (“fribbles”) and
sounds to AV integration of highly familiar animal images and
sounds that were presented either in semantically congruent
(e.g., dog image and barking sound) or incongruent (e.g., dog
image and meowing sound) pairings. We were able to reveal a
frontotemporal network for object-related AV integration whose
several regions show differential sensitivities to semantic congru-
ency and to stimulus familiarity.

Materials and Methods
AV main experiment
Participants. Eighteen subjects (seven female; mean age, 29.8; range,
23– 41 years, one left handed) participated in the study. All subjects had
normal or corrected-to-normal vision and hearing. All participants re-
ceived information on MRI and a questionnaire to check for potential
health risks and contraindications. Volunteers gave their informed con-
sent after having been introduced to the procedure in accordance with
the declaration of Helsinki.

Stimuli. In the familiar conditions, we used eight different animal
sounds and images. The unfamiliar material comprised eight images of
artificial objects (fribbles; http://�.cog.brown.edu:8200/stimuli/novel-
objects/fribbles.zip/view) (see Fig. 1a) and eight artificial sounds created
by the distortion (played backwards and with underwater effect) of the
animal sounds used in the familiar conditions. In a behavioral pretest,
artificial sounds were played to eight subjects and none of these sounds
was associated with any familiar object.

The stimuli were presented using Neurobehavioral Systems (Albany,
CA) presentation software running on a personal computer (Miditower
Celeron) at a frame rate of 60 Hz. Sounds and images were presented in
stimulation blocks at a rate of one every 2000 ms. Stimulation blocks
consisted of eight stimulus events with a fixation cross being constantly
present. Images were projected onto a vertical screen positioned inside
the scanner with a liquid crystal display projector (VPL PX 20; Sony,
Tokyo, Japan) equipped with a custom-made lens. Subjects viewed the
screen through a mirror. The mirror and projection screen were fixed on
the head coil. The subjects’ field of view was 52.5° visual angle (maximum
horizontal distance). Visual stimulation consisted of gray-scaled photo-
graphs (mean stimulus size, 14.6° angle), which were presented in the
center of a black screen.

Auditory stimuli were presented through an MRI audio system (Com-
mander XG, Resonance Technology, Northridge, CA) (frequency re-
sponse, 100 to � 25 kHz). Subjects received them via headphones simul-
taneously to both ears. Spectrograms of three representative sounds are
shown in Figure 1. Images and sounds are available on request from the
authors.

Procedure. Animal sounds, animal images, artificial sounds, and
fribble images were presented in eight experimental conditions [unimo-
dal auditory animal/artificial, unimodal visual animal/fribble, AV famil-
iar congruent (e.g., dog-barking), AV familiar incongruent (e.g., dog-
meowing), and AV unfamiliar artificial in fixed order, and AV unfamiliar
artificial in random order]. During bimodal conditions, sounds and im-
ages were presented simultaneously.

Each of these eight experimental conditions was presented for �16 s
(eight measurement volumes) in a block design, separated from the next
block by a fixation period of equal length. A complete experimental run
comprised two cycles of experimental conditions plus an additional eight
volumes of fixation at the beginning of the run (280 volumes). The
session had five experimental runs, including all experimental conditions
in randomized order. Subjects were asked to fixate and be attentive dur-
ing the measurements. We have chosen a passive paradigm to minimize
task-related frontal activation (Calvert et al., 2000; Belardinelli et al.,
2004; van Atteveldt et al., 2004, 2007). Due to the sluggishness of the
blood oxygen level-dependent (BOLD) signal, it is otherwise hard to
compellingly disentangle task-related frontal activation from frontal in-
volvement in AV integration.

Imaging. fMRI was performed on a 3 Tesla Siemens (Erlangen,

Germany) Magnetom Allegra scanner at the Brain Imaging Center in
Frankfurt am Main. A gradient-recalled echo-planar imaging sequence
was used with the following parameters: 34 slices; repetition time (TR),
2000 ms; echo time (TE), 30 ms; field of view, 192 mm; in-plane resolu-
tion, 3 � 3 mm 2; slice thickness, 3 mm; gap thickness, 0.3 mm. For each
subject, a magnetization-prepared rapid-acquisition gradient-echo se-
quence was used (TR, 2300 ms; TE, 3.49 ms; flip angle, 12°; matrix, 256 �
256; voxel size, 1.0 � 1.0 � 1.0 mm 3) for detailed anatomical imaging.

Data analysis. Neural correlates of AV integration were assessed sepa-
rately for each of the four bimodal conditions. We thereby searched for
regions that were (1) significantly activated during each of the unimodal
conditions [audio (A); visual (V)], and (2) responded more strongly to
bimodal AV stimulation than to each of the unimodal conditions. Ac-
cordingly, the identification of brain regions involved in object-related
AV integration was based on significant activation in a [(AV � A) �
(AV � V) � (A � 0) � (V � 0)] conjunction analysis. In a previous
debate, these criteria have been suggested as sufficiently strict and appro-
priate for the definition of multisensory integration effects in human
brain imaging studies (Beauchamp et al., 2004a; Beauchamp, 2005a; Lau-
rienti et al., 2005) (but see Calvert et al., 2001).

Data were analyzed using the BrainVoyager QX (Brain Innovation,
Maastricht, the Netherlands) software package. The first four volumes of
each experimental run were discarded to preclude T1 saturation effects.
Preprocessing of the functional data included the following steps: (1)
three-dimensional motion correction, (2) linear-trend removal and tem-
poral high-pass filtering at 0.0054 Hz, (3) slice-scan-time correction with
sinc interpolation, and (4) spatial smoothing using a Gaussian filter of 8
mm (full width at half maximum). Volume-based statistical analyses
were performed using a random effects general linear model (df � 17).
For every voxel, the time course was regressed on a set of dummy-coded
predictors representing the experimental conditions. To account for the
shape and delay of the hemodynamic response (Boynton et al., 1996), the
predictor time courses (box-car functions) were convolved with a
gamma function. Statistical maps were corrected for multiple compari-
sons using cluster-size thresholding (Forman et al., 1995; Goebel et al.,
2006). In this method, for each statistical map the uncorrected voxel-
level threshold was set at t �3 ( p � 0.009; unless otherwise indicated in
the respective figure legends) and was then submitted to a whole-brain
correction criterion based on the estimate of the spatial smoothness of
the map and on an iterative procedure (Monte Carlo simulation) for
estimating cluster-level false-positive rates. After 1,000 iterations, the
minimum cluster-size that yielded a cluster-level false-positive rate of 5%
was used to threshold the statistical map.

Group-averaged functional data were then projected on inflated rep-
resentations of the left and right cerebral hemispheres of one subject.
Because a morphed surface always possesses a link to the folded reference
mesh, functional data can be shown at the correct location of folded as
well as inflated representations. This link was also used to keep geometric
distortions to a minimum during inflation through inclusion of a mor-
phing force that keeps the distances between vertices and the area of each
triangle of the morphed surface as close as possible to the respective
values of the folded reference mesh.

Visuotactile control experiment
In addition, we conducted a visuotactile (VT) control experiment to test
whether the effects revealed in the main experiment reflected increased
complexity of stimulation during bimodal compared with unimodal
stimulation instead of AV integration.

Participants. We recorded fMRI in 11 subjects, who had also partici-
pated in our AV main experiment.

Stimuli and procedure. Subjects viewed and/or touched unfamiliar ar-
tificial objects (wooden fribbles) and familiar objects (toy animals). All
objects were presented in both unimodal (visual and tactile) as well as
bimodal (VT) conditions. Familiar VT combinations consisted of touch-
able animals and their respective photographs that were presented either
canonically (VT congruent) or horizontally mirrored (VT incongruent).
Using a block design, each experimental condition was presented for
�20 s, (10 measurement volumes; TR, 2 s) separated from the next block
by a fixation period of equal length. Each single stimulus was presented
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for 2 s and reopening of the right hand was cued by a color change of the
fixation cross. A complete experimental run comprised two cycles of
experimental conditions plus an additional 10 volumes of fixation at the
beginning of each run (350 volumes). The session consisted of four ex-

perimental runs each including all experimen-
tal conditions in randomized order.

Imaging. The acquisition of anatomical and
functional images and the preprocessing of the
functional imaging data were identical to that in
our AV main experiment.

Data analysis. Activations in unimodal and
bimodal conditions of the VT control experi-
ment were analyzed region-of-interest (ROI)-
based in the same frontal and temporal regions
which were identified as AV integration sites in
the AV main experiment.

Results
AV main experiment
Unimodal activations
Both unimodal contrasts (A � V; V � A)
revealed activations of the respective
modality-specific cortices. Figure 1 shows
the pattern of activations during unimodal
visual (light blue) and auditory stimula-
tions (yellow). Strength and distribution
of activation was comparable for familiar
animal sounds (Fig. 1b,c) and unfamiliar
artificial sounds (Fig. 1a). The same was
true for familiar animal images (Fig. 1b,c)
and unfamiliar fribble images (Fig. 1a).

Bimodal activations
Neural correlates of object-related AV in-
tegration for unfamiliar artificial, familiar
incongruent, and familiar congruent ma-
terial are depicted in Figures 1a– c (indi-
cated by blue, red, and green, respectively).
Because no significant differences were
found between fixed and random combi-
nations of unfamiliar artificial images and
sounds, we pooled the data from these two
experimental conditions.

AV integration effects for unfamiliar
artificial object features are shown in Fig-
ure 1a. A conjunction analysis comparing
the respective bimodal and unimodal con-
ditions [0 � A � AV � V � 0; p (cor-
rected) � 0.05] revealed an activation in
right inferior frontal cortex (IFC) (Fig. 1a,
dark blue). AV integration effects for fa-
miliar incongruent object features are de-
picted in Figure 1b [red; 0 � A � AV �
V � 0; p (corrected) � 0.05]. Again, we
revealed substantial IFC activations. In the
right hemisphere they extended ventrally
along the inferior frontal gyrus (IFG).
Apart from these frontal effects, AV inte-
gration of familiar incongruent features
also activated right pSTS. AV integration
of familiar congruent object features cor-
related with activation in right pSTS and
bilateral superior temporal gyrus (STG)
(Fig. 1c, green) [0 � A � AV � V � 0; p
(corrected) � 0.05]. Figure 1c shows a sub-
stantial overlap between this AV integra-

tion effect (green) and the auditory preference map (yellow).
Together, our results showed overlapping AV integration ef-

fects for unfamiliar artificial and familiar incongruent object fea-

Figure 1. a– c, Visual and auditory (amplitude waveforms and spectrograms) example stimuli and cortical regions of object-
related AV integration [defining contrast, 0�A�AV�V�0; t�3.0; p (corrected)�0.05] for unfamiliar artificial (a) familiar
incongruent (b), and familiar congruent conditions (c). Unimodal auditory (yellow) and visual (light blue) activations [q(false
discovery rate) � 0.01] are shown. LH, Left hemisphere; RH, right hemisphere; AU, arbitrary units.
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tures in right IFC (purple; Fig. 2). Integration of familiar incon-
gruent, but not unfamiliar artificial AV combinations further
elicited an activation of ventral IFC along IFG (red). AV integra-
tion effects in pSTS for familiar incongruent and familiar congru-
ent object features also overlapped (yellow). Finally, STG activa-
tion correlated with integration of highly familiar congruent
material (green).

We also computed direct statistical contrasts between the fa-
miliar animal and unfamiliar artificial versus familiar incongru-
ent conditions (blue). Figure 3 shows significant activations of
the contrasts between familiar congruent versus unfamiliar arti-
ficial (green), familiar incongruent versus unfamiliar artificial
(red), and unfamiliar artificial versus familiar incongruent con-
ditions (blue). Contrasting familiar congruent (con) and unfa-
miliar artificial (art) AV combinations [AV_con � AV_art �
AV_con �0; t � 4; p (corrected) � 0.05] revealed extended acti-
vations in bilateral STG, pSTS, and MTG regions, predominantly
including regions of higher-level auditory processing (green)
(Lewis et al., 2005). These activations largely overlapped with
those for the contrast between familiar incongruent (incon) and
unfamiliar artificial material [AV_incon � AV_art � AV_in-
con � 0; t � 4; p (corrected) � 0.05; red and yellow]. In addition,
familiar incongruent AV combinations led to stronger activa-

tions along the bilateral IFG and in the occipital cortex (red). The
contrast between unfamiliar artificial and familiar incongruent
AV conditions [AV_art � AV_incon � AV_art � 0; t � 4; p
(corrected) � 0.05] revealed dorsal occipital and posterior pari-
etal activations. These regions might be associated with action-
related visual processing (Milner and Goodale, 1995) rather than
AV integration, because we did not obtain significant parietal or
occipital activations in the [0 � A � AV � V � 0] conjunction
analysis (Figs. 1, 2). Contrasting familiar congruent and incon-
gruent AV conditions did not reveal any significant effects.

Visuotactile control experiment
So far, our results show significant integration effects in bilateral
IFC, right pSTS, and bilateral STG. However, it could be argued
that this might simply reflect the more complex stimulation dur-
ing bimodal compared with unimodal conditions rather than AV
integration. In our VT control experiment, we explicitly tested
this alternative explanation with 11 of our 18 subjects. We used
the same overall experimental design, but visual and tactile, in-
stead of auditory and visual, stimulation. If the integration effects
in the AV main experiment were mainly caused by the higher
complexity of bimodal compared with unimodal stimulation,
bimodal VT stimulation should also elicit stronger activations in
the IFC, pSTS, and STG than unimodal visual and tactile
conditions.

Activation elicited by VT stimulation in IFC, pSTS, and STG
regions, which were identified as AV integration sites in our main
experiment (Fig. 2) are shown in Figure 4. In contrast to our AV
main experiment, activations in these ROIs during the VT con-
trol experiment were comparable for bimodal and unimodal
conditions (Fig. 4).

Discussion
In the present study, we investigated AV integration of semanti-
cally congruent and incongruent familiar animal vocalizations
and images and arbitrary pairings of unfamiliar artificial sounds
and “fribble” images. Our findings indicate that neural correlates
of object-related AV integration depend on both semantic con-
gruency and familiarity of the sounds and images. Integration of
unfamiliar artificial sounds and images as well as familiar incon-
gruent material involved inferior frontal regions. Integration of
familiar sounds and images correlated with pSTS activation, in-
dependently of semantic congruency. Moreover, integration of
highly familiar congruent AV material activated higher-order au-
ditory regions in the STG.

AV integration effects in frontal, lateral temporal, and supe-
rior temporal regions have been reported in previous studies that
used only familiar images and sounds. Belardinelli et al. (2004)
and Taylor et al. (2006) reported such effects in the IFC,
Beauchamp et al. (2004a,b), van Atteveldt et al. (2004, 2007), and
Taylor et al. (2006) showed AV integration in the pSTS, and van
Atteveldt et al. (2004, 2007) found similar effects during AV letter
processing in the human auditory cortex. However, the hetero-
geneity of these findings across studies has made it hard to specify
the particular contributions of the IFC, pSTS, and STG to object-
related AV integration. In our study, we were able to reveal AV
integration effects in each of these regions and, moreover, could
demonstrate that these integration effects depend on both se-
mantic congruency and stimulus familiarity. Thus, the current
findings provide additional insight into the interplay of frontal,
lateral temporal, and superior temporal regions during AV object
recognition.

Figure 2. Overlap of significantly activated AV integration regions [defining contrast, 0 �
A � AV � V � 0; t �3.0; p (corrected) � 0.05] for unfamiliar artificial (blue), familiar
incongruent (red), and familiar congruent object features (green), and the average percentage
of BOLD signal change during bimodal and unimodal conditions. RH, Right hemisphere; p,
posterior; m, mid.
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AV integration of object features in the frontal cortex
Current knowledge about the role of the IFC in AV integration is
sparse, because the multifunctionality of frontal regions often
makes it difficult to disentangle AV integration from other fron-
tal functions. Particularly critical confounds are frontal activa-
tions caused by explicit or even implicit task requirements (Miller
and Cohen, 2001) or increasing complexity of stimulation (Dun-
can and Owen, 2000). Here, we used a passive paradigm, which
reduced the impact of task-related effects. Moreover, the results
of our VT control experiment allowed us to rule out the assump-
tion that increased activation in the IFC, pSTS, and STG reflected
increased stimulus complexity under bimodal compared with
unimodal conditions. Based on these data, we are confident that
the observed effects are predominantly related to the integration
of object sounds and images.

In line with previous studies (Belardinelli et al., 2004; Taylor et
al., 2006), we found frontal effects for the integration of familiar
incongruent sounds and images, but not for familiar congruent
pairings. Extending these studies, we could show that the IFC is

also the prime integration site for unfamil-
iar artificial object images and sounds. To-
gether, these results indicate that AV inte-
gration in the IFC reflects semantic
congruency, but is rather independent of
stimulus familiarity. The substantial fron-
tal activation for familiar incongruent
stimuli might partly reflect the detection of
semantic violations or bizarre combina-
tions of material (Michelon et al., 2003).
However, overlapping with these activa-
tions we also found AV integration effects
for unfamiliar artificial images and
sounds, which were semantically unre-
lated and therefore unlikely to cause a se-
mantic violation. In the context of these
results, AV integration of familiar incon-
gruent and unfamiliar artificial object fea-
tures in the IFC might reflect both the re-
vision of familiar, and the learning of novel
AV associations (Gonzalo et al., 2000).
With respect to a possible role of IFC in
learning of novel AV associations, stronger
AV integration effects in IFC might be ex-
pected for random combinations of unfa-
miliar artificial images and sounds than
for fixed pairs. However, our results did
not show significant differences in AV in-
tegration effects between the fixed and
random artificial AV conditions. In our
paradigm, each condition was repeated
only twice per run, and passively perceived
by the subjects. It is possible that particular
(fixed) combinations of unfamiliar artifi-
cial sounds and images have to be pre-
sented more often to establish associations
that differentiate them from random
pairings.

AV integration of object features in
lateral temporal cortex
Our findings are in line with the results of
previous studies that have indicated an im-
portant role of pSTS in AV integration

(Beauchamp et al., 2004a,b; van Atteveldt et al., 2004, 2007; Tay-
lor et al., 2006). Extending these findings, our data allow us to
further specify the integrative function of pSTS by demonstrating
integration of familiar images and sounds, but not of unfamiliar
artificial object features. Thus, AV integration in pSTS reflects
stimulus familiarity, but appears to be rather independent of se-
mantic congruency. This is the opposite pattern of what we found
for AV integration in the IFC (i.e., sensitivity to semantic congru-
ency and insensitivity to stimulus familiarity), which might imply
that the integrative functions of pSTS and IFC complement each
other. AV integration in the IFC might serve the learning and
re-establishing of associations between AV object features,
which, once they have been learned, are integrated in the pSTS.
Familiar object sounds are always associated with an image (and
vice versa) and, thus, activate pSTS, no matter if they are seman-
tically congruent or incongruent. In semantically incongruent
pairings, AV associations have to be revised and potentially re-
established, which is reflected in an additional IFC activation. In
contrast to familiar incongruent AV object features, there is no

Figure 3. Direct contrasts between bimodal conditions [t � 4.0; p (corrected) � 0.05]. Regions activated more strongly by
familiar congruent compared with unfamiliar artificial AV object features (green; additional criterion, AV_con � 0), regions
activated more strongly by familiar incongruent compared with unfamiliar artificial AV object features (red; additional criterion,
AV_incon � 0), and regions activated more strongly by unfamiliar artificial compared with familiar incongruent AV object
features (blue; additional criterion, AV_art � 0) are shown. Surrounding panels indicate the average percentage of BOLD signal
change in left hemisphere regions with different bimodal response preferences. LH, Left hemisphere; a, anterior; p, posterior; v,
ventral; d, dorsal; IPS, intraparietal sulcus; SPL, superior parietal lobule; LO, lateral occipital cortex; OT, occipitotemporal cortex;
AV-con, familiar congruent audiovisual stimulation; AV-incon, familiar incongruent audiovisual stimulation; AV-art, unfamiliar
artificial audiovisual stimulation.
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need to re-examine familiar congruent AV combinations. They
therefore might be suitable for integration in pSTS and even more
specialized regions in the STG. In line with this assumption, pre-
vious primate data suggest that congruent, but not incongruent
or artificial AV combinations are integrated in the anterior STS
(Barraclough et al., 2005) and auditory cortex (Ghanzanfar et al.,
2005). Our data provide evidence for a role of human auditory
cortex in AV integration of highly familiar and semantically con-
gruent object features.

AV integration of object features in superior temporal cortex
For familiar congruent AV combinations, we found AV integra-
tion effects in the bilateral STG (Figs. 1, 2). These AV integration
sites were located in close vicinity to the mid-STG region, which
has been shown to be involved in the processing of animal vocal-
izations (Lewis et al., 2005). Previous studies have shown AV
integration effects for natural or common objects in visual, but

not auditory regions (Belardinelli et al., 2004). Belardinelli et al.
(2004) have used a mixture of living and nonliving objects,
whereas in our study all meaningful objects belonged to the ani-
mal category. As the findings of Lewis et al. (2005) have indicated
differences in the neural representation between animal vocaliza-
tions and tool sounds, AV objects from different object categories
might be integrated in different category-related regions. Our
finding of AV integration in the human auditory cortex is in line
with previous results by van Atteveldt et al. (2004, 2007), who
have reported AV integration effects for congruent combinations
of written letters and speech sounds in early auditory regions
(Heschl’s gyrus). Given Lewis et al.’s (2005) results, it seems plau-
sible that the images and sounds of animals are integrated in
higher-level auditory regions, such as those revealed in our study.
We found AV integration effects in higher-level auditory regions
only for highly familiar and semantically congruent AV material
with well established associations between object sounds and im-
ages. Based on these findings, it would be interesting to test
whether even sensory-specific regions become involved in AV
integration of artificial object features if the respective associa-
tions are explicitly trained (i.e., if a semantic AV relationship is
established and familiarity is substantially increased).

Conclusions
Comparing AV integration of unfamiliar artificial and highly famil-
iar animal stimuli, we were able to demonstrate that cortical AV
integration sites in a frontotemporal network are differently acti-
vated depending on semantic congruency and stimulus familiarity.
AV integration in IFC was found to be sensitive to semantic congru-
ency, but did not depend on stimulus familiarity. In contrast, pSTS
integrated AV object features independently of semantic congru-
ency, but was sensitive to stimulus familiarity. Higher-level auditory
regions within the STG integrated material that was both highly
familiar and semantically congruent. Based on these findings, we
propose that frontal and temporal regions might have complemen-
tary roles in object-related AV integration.
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