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ABSTRACT
In this demonstration we present a repertoire of social signals
generated by the humanoid robot Pepper in the context of the EU-
funded project MuMMER. The aim of this research is to provide
the robot with the expressive capabilities required to interact with
people in real-world public spaces such as shopping malls—and
being able to control the non-verbal behaviour of such a robot
is key to engaging with humans in an effective way. We propose
an approach to modulating the non-verbal social signals of the
robot based on systematically varying the amplitude and speed of
the joint motions and gathering user evaluations of the resulting
gestures. We anticipate that the humans’ perception of the robot
behaviour will be influenced by these modulations.
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1 INTRODUCTION
Humans use social signals without conscious effort to convey feel-
ings, inner states, personality, and other socially relevant informa-
tion [1]. Correspondingly, expressiveness is one of the key abilities
of social robots because it enables them to sitmulate the attribution
of the same socially relevant characteristics as those mentioned
above [2]. For this reason it is necessary to develop approaches ca-
pable of selecting the social signals appropriate for a given situation
and shaping them in the same way as a human would do.

Social signals must be expressed in a way that people can iden-
tify and understand [3]. This work proposes to achieve such a goal
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by first identifying the parameters underlying the variability of an
observed social signal and then by measuring how the interpreta-
tion of the social signal changes as a function of these parameters.
In particular, the work focuses on gestures and on how their inter-
pretation changes when modifying their amplitude and speed, the
two main parameters that characterise a given gesture.

2 BACKGROUND
Some of the most popular social robots are not equipped to display
facial expressions. Thus, the use of gestures and other bodily cues
plays a critical role [4]. Social robot body expressions such as raising
both hands to show joy, anger, fear etc. have been studied in [5–
7]. However, to the best of our knowledge, no attempt has been
made to identify the factors that underly the variability of a gesture
and to investigate whether there is a relationship between such
factors and the meaning that people attribute to the corresponding
gestures. This work shows that the two factors that contribute to
the variability of the gestures are amplitude and speed and proposes
to investigate how people interpret the same gestures when these
two factors change.

3 SCENARIO
This work is being carried out in context of the MultiModal Mall
Entertainment Robot (MuMMER) project, a four-year, EU-funded
project1, with the overall goal of developing a humanoid robot, Pep-
per, that can interact autonomously and naturally in the dynamic
environments of a public shopping mall [8]. The overall concept
underlying MuMMER is that for a robot to be successful in such a
situation, it must be entertaining and engaging: that is, they must
possess the social intelligence to both understand the needs and
interactive behaviour of the users, as well as to produce appro-
priate behaviour in response. When the robot is able to support
such smooth interactions, this should provide a sufficiently engag-
ing experience that will stand up to repeated visits in a long-term
deployment context.

Our specific aim in the current study is to develop a repertoire of
social signals aimed at supporting this sort of effective interaction
with users. In a loud and noisy environment like a shopping mall,
verbal behavior can be less effective, so we focus our work on non-
verbal communication. In particular, non-verbal behaviours that can
be useful in this context include on attracting attention when the
users are not engaged, disengaging when the interaction requires
termination or there is overcrowding near the robot, pointing to
give directions, and signalling failure or success in performing a
task or interacting with the human.

1www.mummer-project.eu/
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4 APPROACH
We use the humanoid Pepper robot by Softbank Robotics as our re-
search platform. The Pepper robot has 17 degrees of freedom (DOF)
in total (see Figure 1). From the default animations providedwith the
Pepper robot, we shortlisted a set of five which we anticipate to be
useful for the shopping-mall scenarios addressed in the MuMMER
project: animations for Engage/Gaining attention, Disengage/Send-
away, Directions/Pointing, Failure/Disappointment, Success/Happy.

Figure 1: Pepper robot joints, 17 DOF

We then produced a set of modified versions of each animation
by independently manipulating two features: the speed and the
amplitude. To change the speed, we used either the default framer-
ate of 25fps, or alternative framerates of 15 and 35fps. To change
the amplitude, we modified the joint angle values (degrees) for all
joints in the animation by applying a factor α to produce a damped
variation of the same animation, where α was set to {0.5, 0.7, 1.0}.

∆ = Jointpreval − Jointval (1)
Jointval = Jointval − (α · ∆) (2)

Jointval is the current joint angle value, while Jointpreval is the
previous angle value. We apply α to ∆, the change of joint angle
values. Figure 2 shows the various α values applied to an example
animation of gaining attention2. By controlling these two features
independently, we have produced a total of nine different variations
of each animation, in a parameterised manner [9].

We are currently carrying out a user study where participants
observe the animations and rate them using an online questionnaire.
The ratings will include measures of personality [10] as well as
human perception and cognition using the Godspeed questionnaire
[11]. The results of this study will provide useful insights into how
the amplitude and speed affect the users’ perception of the robot,
which will in turn help to choose appropriate social signals in the
interactive shopping-mall context.

2Greeting animation video α ={0.5, 0.7, 1.0} : https://tinyurl.com/ycjdealm

Figure 2: Joint manipulation, gain attention animation2

5 DEMONSTRATION
The demo attendees will be able to observe the different animation
variants presented on the Pepper robot, and to give feedback on
their perception of the animation using a similar feedback form to
that used in the current user evaluation.
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