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Abstract. We explore the effect of the feedback strategy used by a virtual robot
agent in the context of a real-world treasure-hunt activity carried out by children
aged 11-12. We compare two versions of a tablet-based virtual robot agent, which
provides either neutral or affective feedback during the treasure hunt. The results
suggest that the use of the tablet app increased the perceived difficulty of the
instruction-following task compared to a paper-based version, while the affective
robot feedback increased the perceived difficulty of the questions.

1 Introduction

Emotions play an important role in human-human interaction [6], and robotic agents
that exhibit human-like emotions have now become commonplace in the domain of
human-computer interaction. Starting from the pioneering work of Bates [3] and Picard
[21], emotional agents now exist in various applications to serve different purposes,
including military [12], health [5], commerce [11], tourism [18], and video games [14].
One rich application area for such agents has been education [8,9, 13,19,20,22], where
emotional expressions have been incorporated into embodied teaching agents with the
aim of improving learning experience in users. Although the inclusion of emotional
expressions into virtual tutors rarely leads to negative interaction, there have not always
been positive effects on learning outcomes [4]. This might be due to the fact that the task
of learning requires concentration: so if an agent offers assistance at an inappropriate
time or in an inappropriate manner, the result may be more of a distraction than a help.

To establish successful human-robotic interactions in an educational context, it is
therefore essential to understand the impact on the learner of affective behaviour from
an embodied agent. Note that it is not sufficient to simply ask whether emotional agents
are “better” or “worse” than unemotional agents [7]; rather, the relevant issues are: (1)
the kinds of emotional expression that have an effect on users; (2) the elements of the
user’s attitude and/or performance that are affected; and (3) the impact of different forms
of emotional expression.



This work takes place in the context of the EU project EMOTE? (EMbOdied-
perceptive Tutors for Empathy-based learning), which has the overall goal of devel-
oping artificial tutors that have the perceptive and expressive capabilities to engage in
empathic interactions with learners in school environments, grounded in psychological
theories of emotion in social interaction and pedagogical models for learning facilita-
tion. Previous studies on robotic companions in real-world classroom environments [17]
have shown that robotic platforms are promising tools for experimental learning. We hy-
pothesise that a robot tutor that is able to detect the user’s affective state and respond
appropriately will result in increased motivation and better learning outcomes—and a
crucial aspect of this overall goal is the specification of appropriate robot behaviour.
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Fig. 1: The treasure hunt application

As one way of exploring this issue, we carried out a user study investigating how
the nature of feedback from a virtual robot affects a child’s perception, experience and
performance in the context of a real-world treasure hunt activity. This study involved
37 students aged 11-12, divided into three experimental conditions. Two-thirds of the
students used an Android-based tablet application (Figure 1) which displayed a digital
map, along with a virtual robot head which presented the navigation instructions and
posed the questions. The virtual robot also provided the students with feedback on the
correctness of their answers; depending on the experimental condition, the feedback
was either neutral (“correct”, “incorrect”) or affective (e.g., “well done”, “too bad”).
As a basis for comparison, a third group of students carried out the treasure hunt using
the paper-based map and questionnaire that have been used in previous years.

3http://www.emote-project.eu/



1. From the pedestrian gate entrance to the Main Yard by the Janitor's Lodge, turn west and
pace 50 metres along the footpath on the north side of Henderson Row.

Clue 1. | [ Your treasure: RT ]
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iii. Acash machine
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b) What initials are on it? b)
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¢) What is the collection time on Saturday? 0

i 1315
ii.  12:30
iii.  11:00
iv. 945

Fig. 2: Excerpt from paper-based questionnaire

2 Treasure hunt activity

The real-world treasure hunt activity, which has been carried out at a local school for
several years, requires the students to carry out a series of navigation steps in the real
world, following one of two predetermined routes on a map. Each navigation step first
requires the students to walk a few yards while making use of their map-reading skills,
and then to answer a series of questions regarding their new location: for example, they
might need to identify the colour of a nearby door. For the basic version of the treasure
hunt, the students are given a map on paper, along with a paper-based questionnaire
(Figure 2) listing the steps to follow and the multiple-choice questions to answer.

For the current study, we have developed an Android treasure hunt application,
keeping the features as close to the paper version as possible. In particular, all images,
fonts and layout are comparable between the two versions, and the application (Fig-
ure 1) displays a map corresponding to its paper counterpart and presents a sequence of
the same steps as in the paper version to be carried out by the students. As the screen of
the target tablet device (Galaxy Nexus 7) is smaller than a piece of A4-size paper, the
map permits dragging and zooming to enable the students to explore it as they would
with the paper version; note that the map cannot be zoomed to larger than 100% its ac-
tual size. Also, we chose not to display the student’s current GPS location on the map,
again to keep the tablet-based task as similar as possible to the paper-based version.

As shown in Figure 1, the tablet application also includes a virtual robot character,
and each navigation step begins when the virtual robot presents the next navigation



task to be carried out through speech. Subtitles are displayed oo o

on screen in case the students could not hear the speech (traffic Py .
noise was problematic at times on the route), and the students .
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can also replay the speech at any point if necessary. When the
students reach the target location, they press an on-screen but- :L‘:J’NTW?] .
ton, and the app presents the next set of questions one at a
time, along with the multiple choice answers (Figure 3). Af-

Select answer... Selectanswer...

Answer Answer
ter the students choose an answer, the virtual robot indicates  aueston Ui
whether it is correct or incorrect, using one of two strategies: Play Again Play Again

in the neutral strategy, the robot simply says “correct” or “in-
correct”, while in the affective strategy, the robot uses phrases
such as “well done” or “too bad”. Note that all other aspects
of the robot behaviour were kept the same in both conditions, including all non-verbal
signals; the difference was only in the actual words used.

Fig. 3: App details

3 User evaluation

3.1 Participants and procedure

(a) The robot introducing the activity (b) Hunting

Fig. 4: Steps in the treasure hunt activity

37 students aged 11-12 (7 female) participated in the user study. At the start of
the study, a physical robot—the EMYS head [15], here called “Susie”—introduced the
activity to the group of students (Figure 4a) and conducted a short Q&A session to
check the students’ readiness for the activity; this session also served to introduce the
students to the voice and appearance of the robot agent. The students were then sent
off on the treasure hunt in groups of two* (Figure 4b) at regular intervals. The students’

4 One group had three members.



progress around the route was recorded using a GPS logger. After a group returned
from the treasure hunt, each group member individually completed a short subjective
questionnaire.

3.2 Independent measures

We independently manipulated two features of the treasure hunt activity during this
study, both in a between-groups design. First, we controlled the level of interaction:
one-third of the groups used the tablet application with neutral feedback from the virtual
robot, one-third used the tablet application with affective feedback, and the remaining
third used the basic paper map and questionnaire. In addition, half of the groups across
all conditions followed the treasure hunt route in a clockwise direction (Route 1), while
the other half followed the route in an anticlockwise direction (Route 2). This is the
process normally used by the school in previous years to allow more groups to be sent
out at the same time without getting in each other’s way.

3.3 Dependent measures

We gathered two classes of dependent measures: estimated task success based on the
GPS logs, as well as a range of subjective measures computed from the questionnaires.

Fig.5: Sample GPS trace

We used the GPS traces of the groups’ progress around the treasure hunt route to
estimate their overall success at the treasure hunt task; an example trace is shown in
Figure 5. Using the traces, we computed two measures of task success: the number of
the intended waypoints that the group reached (from a maximum of 18), and the total
time taken to complete the treasure hunt route. We had also intended to assess the task



performance more directly by analysing the subjects’ responses to the treasure-hunt
questions; however, due to a technical failure, that data could not be analysed.

The students’ subjective experience of the treasure hunt was measured through a
three-part questionnaire (the full set of questions is given in Appendix A):

— Three questions regarding the student’s opinion of the robot before the treasure
hunt;

— Four questions regarding the treasure hunt itself; and

— Seven questions addressing the students’ opinion of the virtual robot during the
treasure hunt.

The items from the last part of the questionnaire were based on the Godspeed question-
naire series [2], which is designed to be a standard user measurement tool for human-
robot interaction. The items were drawn primarily from the “likeability” portion of the
questionnaire and were rephrased to make them clear for the target age group. This por-
tion of the questionnaire was given only to students from the groups from the two tablet
conditions. All questions were presented using a five-point Smileyometer (Figure 6),
which has been shown to be a good instrument for evaluating child-computer interac-
tions [25]. Based on our prior experience of childrens’ responses to a Smileyometer-like
instrument, we did not include any frowning faces, as we anticipated that the students
would be reluctant to choose an overtly negative subjective response.

QOO

Fig. 6: The five-point Smileyometer

3.4 Results

We first summarise the overall results on the objective and subjective measures, and
then measure the influence of the two experimental manipulations on these results.

Table 1: Overall objective results

Measure Mean Median Min  Max
Waypoints met 16.8 18 13 18
Duration 58:42  54:52 44:20 1:28:23

Summary Table 1 summarises the task-success measures derived from the GPS traces;
note that the data for one group (neutral feedback, route 1) is not included due to a



technical failure. In general, all groups hit most of the 18 waypoints on the route, and
took around an hour to complete the entire treasure hunt. There was no significant
correlation between these two measures of task performance: » = 0.04, p > 0.2 (using
Pearson correlation).

To test the internal consistency of the subjective responses, we first computed Cron-
bach’s Alpha on each of the three question groups. For the first three questions about
the robot, @ = 0.62; for the questions about the treasure hunt, @ = 0.52; while for the
Godspeed-style questions about the virtual robot, @ = 0.83. Based on these results, we
have combined the Godspeed responses by averaging them into a single measure for
further analysis, but have considered the responses to the remaining questions individ-
ually. The subjective responses are summarised in Table 2.

Table 2: Overall subjective results

Question Mean Median Max Min
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As can be seen in Table 2, the overall subjective responses tended to be quite high.
Indeed, no student ever chose the lowest score, while the majority of the scores were
3 or above. This suggests that at age 11-12, our participants may have been slightly
too young to make the fullest possible use of the Smileyometer, even with our modifi-
cations: scores with this type of instrument have been found to decrease and diversify
with age [24], and other studies have found that age 11 or 12 seems to be the critical
turning point [23].

Although we used a robot agent with two different embodiments—physical for the
introduction (Figure 4a) and virtual during the study (Figure 3)—we did not directly
test whether the students considered the two agents to be the same, as previous stud-
ies of such agent migration (e.g., [1]) indicate that people generally consider this to be
the case. However, we did repeat the three questions from the first part of the ques-
tionnaire, which asked students to assess the robot before the treasure hunt, in the final
section where the students assessed it during the treasure hunt. In all cases, there was a
significant (Pearson) correlation between the responses to the question pairs: if a student
liked the physical robot, they tended also to like the virtual robot, and vice versa:

Questions 1&8 (Friendliness) » = 0.51, p < 0.0005
Questions 2&9 (Understandability) r = 0.42, p < 0.001
Questions 3&14 (Liking) r = 0.58, p < 0.0001



The influence of route and condition To test the influence of the two experimental
manipulations on the above results, we used a two-way ANOVA analysis to determine
the significant factors, and then used two-way post-hoc Mann-Whitney U tests to assess
the influence of the factors. The main findings of the ANOVA analysis were as follows:

— The route had a marginally significant effect on the overall duration of the interac-
tion (F(1,11) = 3.85, p ~ 0.08).

— The interaction level had a significant impact on responses to Question 5, which
assessed how easy the instructions were to follow (F(2,30) = 5.49, p < 0.01).

— Both the route and the interaction level had a significant impact on responses to
Question 6, which assessed how easy the questions were to answer. Interaction
level: F(2,30) = 3.60, p < 0.05; route: F(1,30) = 10.65, p < 0.001; no significant
interaction (F(2,30) = 0.21, p > 0.8).

In the post-hoc tests, we found that participants who followed Route 1 completed the
hunt significantly more quickly than Route 2 participants, and also rated the questions
as significantly easier (both p < 0.05; see Figure 7). Also, the students who used the
paper treasure hunt rated the instructions as easier than all of the tablet users (Figure 8a),
while the students who received affective feedback from the robot rated the questions
as harder than students in the other two groups (Figure 8b).

3.5 Discussion

The results of this study suggest that the interaction level had no influence on the stu-
dents’ objective performance on the treasure hunt; the main factor affecting perfor-
mance was in fact the choice of route, and and teachers later confirmed later that Route
2 had fewer directional signs and was therefore known to be more challenging.

On the other hand, the choice of interaction level did have some significant effects
on the responses to the subjective questionnaire, in particular on the two items that mea-
sured the perceived difficulty of the treasure-hunt task. The participants who used the
original, paper-based questionnaire found the instructions significantly easier to follow
than did any of the tablet participants. This is likely because the paper presentation al-
lowed the students to access more context during the treasure hunt by looking ahead at
the instructions. Note that increased context has also been found to improve instruction-
following performance in other settings, such as human-robot joint action [10].

The other effect—where the participants who received affective robot feedback
found the questions harder to answer than did those who received neutral feedback—is
more difficult to explain. Note also that the reported difficulty from the students who re-
ceived neutral feedback was not distinguishable from that reported by the paper-based
participants. One possible explanation is that the affective feedback on incorrect an-
swers (e.g., “Too bad”) magnified their impact, while the affective feedback on correct
answers (“Fantastic!”) somehow made the participants feel like answering correctly
was more of an accomplishment. However, since the actual question-answering per-
formance of the different groups is not available, it is difficult to draw any definite
conclusions from this effect.



80

70

60

50

40

30

20

10

[

M Paper

M Route 1 © Route 2

M Route 1 = Route 2

(a) Time (minutes)

.

(b) Question ease

Fig. 7: The influence of route

" Tablet (Neutral) M Tablet (Affective)

(a) Instruction ease

W Paper

" Tablet (Neutral) mTablet (Affective)

(b) Question ease

Fig. 8: The influence of feedback strategy



4 Summary and future work

We have implemented a tablet-based app including a virtual robot that is designed to be
used by 11-12 year old school children in the context of a real-world treasure hunt. We
have carried out a user study comparing the tablet version to the original paper-based
version, in terms of both objective task success and subjective user impressions. The
participants in the study found the instructions easier to follow on paper than with the
app; this is likely due to the increased context provided by the static paper presenta-
tion. The study participants who received affective feedback from the robot about the
correctness of their answers perceived the questions to be more difficult than did the
participants who received neutral feedback. We hypothesised that this may have been
due to the affective feedback making the questions appear more difficult.

In the short term, we will re-run the treasure hunt study in order to obtain more ac-
curate objective task success results, and with all students using the tablet and following
the same route. This should allow the impact of feedback to be assessed more fully, and
should also permit an informative investigation of the relationship between the objec-
tive and subjective measures [26]. We will also carry out additional qualitative analysis
such as interviews to get a better sense of the students’ opinion of the agent. On the
technical side, we will update the app to incorporate more of the context provided by
the paper version, which should make it easier to follow the treasure hunt instructions.
Finally, we will update the robot feedback strategies in consultation with teachers and
psychologists in order to make the learning experience more effective.

More generally, this study shows that introducing a robot agent may adversely affect
the perceived ease of an educational task, and thus as a consequence may affect morale
and the overall student experience. In particular, it clearly demonstrates that adding a
conversational agent to an interface is not a simple modification: the agent’s behaviour
may have an unanticipated (possibly negative) effect on user experience. In other recent
work, [16] found that, whilst the presence of a robot can improve learning gain, this
improvement is lost when the robot is “social”, using affective responses, gestures and
personalisation. The authors speculate that the affective robot may be a distraction and is
viewed more as a teacher in the non-social case, and warn that applying social behaviour
to a robot in a tutoring context may have negative effects. Based on this study, we
make a similar warning, particularly with respect to the ethics of developing educational
applications for vulnerable groups such as children and people with learning difficulties.
In the context of the larger EMOTE research project—which has the overall goal of
developing empathic robot tutors—we will apply the findings from this study to the
other agents being developed in the project, taking care to ensure that any affective
feedback from the agents has the intended effect on the overall pedagogical goals.
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Subjective questionnaire

following are the questions that were included in the subjective questionnaire for

the treasure hunt study (Section 3). All were presented using a five-point Smileyometer
(Figure 6). Students who used the paper-based treasure hunt answered questions 1-7
only, while students in the two tablet conditions also answered questions 8—14.

Questions about Susie before the treasure hunt

1.
2.
3.

Susie was: Unfriendly ... Friendly
Susie was: Hard to understand ... Easy to understand
I liked Susie: Not atall ... A lot

Questions about the treasure hunt

4.
5.
6.
7.

The treasure hunt was: No fun at all ... Lots of fun

The instructions were: Hard to follow ... Easy to follow
The questions were: Hard to answer ... Easy to answer
I think my group did: Very badly ... Very well

Questions about Susie during the treasure hunt

8.

9.
10.
11.
12.
13.
14.

Susie was: Unfriendly ... Friendly

Susie was: Hard to understand ... Easy to understand
Susie was: Unkind ... Kind

Susie was: Unpleasant ... Pleasant

Susie was: Awful ... Nice

Susie was: Not helpful ... Helpful

I liked Susie: Notatall ... A lot



