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ABSTRACT 
Mobile users have many needs to re-find information.  This 
research explores how shared context between a user and 
computer system can be established and used in a cross-
modal information re-finding application.  Both implicit 
and explicit context are gathered while a user browses the 
web with a graphical web browser.  This context is then 
used in a telephone-based voice interface to allow mobile 
users to re-find the information found while web browsing.  
This application domain is being used to explore how 
people approach information re-finding, what information 
they recall and recognize when trying to re-find 
information, and how they converse about re-finding in an 
effort to extend the capabilities of information re-finding 
systems for mobile users. 
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MOTIVATION 
People today have many needs to re-find electronic 
information.  A common problem for many computer users 
is not being able to effectively store, organize, and re-
access information that was first found on the web [5, 3].  
This problem is especially difficult for mobile users.  A 
recent study found that mobile workers rely heavily on the 
use of cell phones to enlist the help of co-workers “back at 
the office” to retrieve information [6].  Mobile users have 
needs to work seamlessly with information across a variety 
of computing devices, environments, and situations [6]. 
A possible solution to the information re-finding needs of 
mobile users is to provide telephone-based access to 
personal repositories of information.  Telephone-based 
voice user interfaces are being successfully used in 
applications with limited domains and can be used to 
provide mobile users access to personal information.  
Recent advances in speech recognition and voice user 
interface design have enabled a wide range of successful 

telephone-based voice interfaces such as voice portals, 
voice dialing services, and services that provide information 
about stock quotes, train timetables, and airline schedules. 
Because of the inherently serial nature of voice 
communication, voice interfaces (especially for large sets of 
information) need to streamline and personalize 
communication in order to provide users access to the 
information they need quickly and efficiently [1].  The use 
of context can assist with this personalization.  Shared 
context that is known to both the system and user can be 
especially valuable in improving future interactions with a 
user interface. 
A goal of this research is to examine how shared context 
developed with a user in a graphical interface can be used 
to help improve interactions with a counterpart voice 
interface for re-finding information. 
PROBLEM 
One of the problems with designing a voice interface for 
information re-finding is that of habitability. Habitability 
refers to how well the language that users employ to interact 
with a system matches the language that the system is 
configured to recognize [4]. Habitability has been shown to 
be a potential problem in voice interfaces with limited, 
fixed vocabularies and is often addressed through the 
careful design of system prompts to help users know what 
they can say [8]. In a system such as the re-finding 
application investigated here, users need to converse with 
the system about a large, dynamic set of items (e.g. the 
things they are trying to re-find from a repository of 
personal information).  Good prompt design can help solve 
some habitability problems in such systems, but additional 
techniques may be required to address habitability for 
dynamically and implicitly-generated vocabularies. The 
research described here focuses on exploring how implicit 
and explicit context can be established in a graphical 
interface and then transferred for use in a counterpart voice 
interface.  The particular application being used to explore 
these problems is a telephone-accessible voice interface to 
help users re-find information that was first found using a 
graphical web browser. 
APPROACH AND RESULTS 
Two main phases of this research are underway:  an 
exploration of voice interfaces for information re-finding, 
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and an investigation to examine how people converse about 
re-finding requests.  These phases are described below. 
Exploration of the Concept 
I built a prototype system called WebContext [2] as part of 
an initial exploration into the use of context in voice 
interfaces and re-finding.  WebContext captures 
information (such as phone numbers and addresses) from 
web pages browsed by a user, stores the information into an 
information repository, and then allows users to make re-
finding requests using a VoiceXML-based voice interface.  
Development and testing of WebContext led to the 
identification of habitability problems in the interface and 
to ideas for ways to use shared context to improve 
habitability in voice interfaces. 
Modeling Information Re-Finding and Language Use 
In order to address habitability in a voice interface, it is 
important to have a good understanding of how people 
speak about the domain of the system.  This phase of 
research focuses on empirically examining how people 
speak when engaging in collaborative conversations to re-
find information. 
I have completed an experiment that engaged pairs of 
human participants in a set of finding and re-finding tasks.  
During an initial session, the first participant (called the 
user) browsed the web to find information requested by a 
set of tasks.  Then, in a subsequent session, the user was 
given a new set of tasks that involved re-finding the 
information found during the first session by talking to a 
second participant over a telephone.  The second participant 
(called the retriever) was given access to a complete history 
of all the web pages viewed by the user during the first 
session.  The results of this experiment showed that, in 
general, participants approached collaborative re-finding as 
a two-stage process – first searching for the location where 
the information is stored, and then browsing to retrieve the 
specific information.  This collaborative process involved 
extensive conversational grounding between the 
participants through the use of URLs, page titles, and 
descriptions of page contents.  Participants made use of 
these grounding elements as waypoints [7] to help guide 
their searching and browsing. 
The two-stage process of searching followed by browsing 
appeared to be linked to what users recalled and 
recognized.  Users utilized information that they recalled to 
help form spoken search requests and goal descriptions.  
Retrievers then assisted the users in browsing pages by 
providing verbal summaries of information that the user 
might recognize.  Typically, this process was iterated until 
either the information was found or the participants decided 
that the information could not be found.  From examining 
the conversations, it is clear that context plays an important 
role in this process of searching and browsing. 

FUTURE WORK 
I am using these findings and observations to develop 
models of how people speak about and approach re-finding 
information found on the web.  I also plan to examine how 
users’ engagement at the time context is developed can 
affect the role of that context in future interactions.  Gaining 
a better understanding of what people recall and recognize 
and how they use it to re-find information will provide 
guidelines for the design of both voice and non-voice 
interfaces for information re-finding. 
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