Retinotopic effects during spatial audio-visual integration
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Abstract

The successful integration of visual and auditory stimuli requires information about whether visual and auditory signals originate from corresponding places in the external world. Here we report crossmodal effects of spatially congruent and incongruent audio-visual (AV) stimulation. Visual and auditory stimuli were presented from one of four horizontal locations in external space. Seven healthy human subjects had to assess the spatial fit of a visual stimulus (i.e. a gray-scaled picture of a cartoon dog) and a simultaneously presented auditory stimulus (i.e. a barking sound). Functional magnetic resonance imaging (fMRI) revealed two distinct networks of cortical regions that processed preferentially either spatially congruent or spatially incongruent AV stimuli. Whereas earlier visual areas responded preferentially to incongruent AV stimulation, higher visual areas of the temporal and parietal cortex (left inferior temporal gyrus [ITG], right posterior superior temporal gyrus/sulcus [pSTG/STS], left intraparietal sulcus [IPS]) and frontal regions (left pre-central gyrus [PreCG], left dorsolateral pre-frontal cortex [DLPFC]) responded preferentially to congruent AV stimulation. A position-resolved analysis revealed three robust cortical representations for each of the four visual stimulus locations in retinotopic visual regions corresponding to the representation of the horizontal meridian in area V1 and at the dorsal and ventral borders between areas V2 and V3. While these regions of interest (ROIs) did not show any significant effect of spatial congruency, we found subregions within ROIs in the right hemisphere that showed an incongruency effect (i.e. an increased fMRI signal during spatially incongruent compared to congruent AV stimulation). We interpret this finding as a correlate of spatially distributed recurrent feedback during mismatch processing: whenever a spatial mismatch is detected in multisensory regions (such as the IPS), processing resources are re-directed to low-level visual areas.
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1. Introduction

Object perception can involve information from different modalities, thereby engaging several streams of processing. Although these streams operate largely independently at least at early processing stages, visual, auditory, and tactile cues are eventually integrated to form a unified percept of the object. From the large set of possible parameters which might facilitate this kind of multisensory integration, research has focused on temporal synchronicity, as well as spatial and semantic congruency as the crucial dimensions (see e.g. Calvert & Thesen, 2004). Unlike ‘natural’ object perception which is characterized by a high coincidence of these factors, experimental setups serve to investigate the specific impact of particular stimulus dimensions. Here, we studied the variation of spatial audio-visual (AV) congruency.

The importance of “temporal” and “spatial” congruency has been investigated in animal studies using invasive electrophysiology (for an early review see Stein & Meredith, 1993). These pioneering experiments revealed several features of particular neurons – so-called multisensory integrative (MSI) cells – whose activity is assumed to play a key role for multisensory integration. The most striking among their features is the super-additive response property, i.e. a response to (coincident and/or congruent) bimodal stimulation that exceeds the linear sum of the neuron’s responses to the respective unimodal stimuli. MSI cells have been found in a number of species and in both cortical (Wallace, Ramachandran, & Stein, 2004) and sub-cortical brain structures as early as the superior colliculus (Meredith & Stein, 1996).
In humans, spatial AV integration has been investigated predominantly with psychophysical (e.g. McDonald, Teder-Sälejärvi, & Hillyard, 2000) and electrophysiological methods such as electro- or magnetoencephalography (EEG or MEG, for a review see Eimer & Driver, 2001). Recent ERP findings (Teder-Sälejärvi, Di Russo, McDonald, & Hillyard, 2005) point towards different cortical activation patterns for spatially congruent versus incongruent AV stimuli. However, the spatial resolution of EEG/MEG has been insufficient to identify the cortical sites involved in the processing of these stimuli. Here functional magnetic resonance imaging (fMRI) was used whose high spatial resolution serves to overcome this limitation.

Several imaging studies have identified different general networks of cortical regions that are involved in semantic (Amedi, von Kriegstein, van Atteveldt, Beauchamp, & Naumer, 2005) and spatial crossmodal integration (Macaluso & Driver, 2005). Until now, most imaging studies of spatial crossmodal integration have employed visuo-tactile stimuli, while similar investigations in the AV domain are relatively rare. In a recent positron emission tomography (PET) study, Macaluso, George, Dolan, Spence, and Driver (2004) varied both the spatial congruency and temporal synchronicity of auditory and visual stimuli (spoken words and faces pronouncing the same words). Spatially incongruent blocks were associated with activity in more dorsal occipital areas, while ventral occipital areas and the superior temporal sulcus (STS) were unaffected by relative location. In addition, both lateral and dorsal occipital areas were selectively activated by synchronous bimodal stimulation at the same spatial location. The spatial resolution of PET might have been insufficient to detect differential effects in retinotopically organized visual areas. The present study investigated spatial congruency and incongruency effects on retinotopic visual areas by presenting auditory and visual stimuli either at identical or different locations in external space.

2. Methods

2.1. Subjects

Seven subjects (four females, one left-hander) participated in the fMRI experiment; their mean age was 26.0 years (range 23–33 years). All subjects had normal or corrected-to-normal vision (four subjects). All participants received information on MRI and a questionnaire to check for potential health risks and contraindications. Volunteers gave their informed consent after having been introduced to the procedure in accordance with the declaration of Helsinki.

2.2. Stimuli

The visual stimulus was generated by a notebook (DELL 7500, 750 MHz) at a frame rate of 60 Hz. The image was projected onto a vertical screen positioned inside the scanner with an LCD projector (Sony, VPL PX 20) equipped with a custom-made lens. Subjects viewed the screen through a mirror. Mirror and projection screen were fixed onto the head coil. The subjects’ field of view was 50° visual angle (maximum horizontal distance).

The visual stimulation (Fig. 1) consisted of four gray-scaled pictures of cartoon dogs, one of which was located peripherally and one centrally in each visual hemifield. They were adjusted in size to compensate for the cortical magnification factor (Sereno et al., 1995). Information on sizes and positions of the visual stimuli is provided in Table 1. In the center of the screen, a fixation cross was presented during the whole experiment. The screen color was blue. Employing a classical block design, only one dog was presented during a stimulation block. The black-and-white dogs inverted their contrast every 100 ms (checkerdog) to obtain maximal visual stimulation. Eight experimental conditions (lasting 12 s
2.4. Behavioral training

In a separate training session outside the tomograph, subjects were seated in a chair wearing conventional stereo headphones (Philips SBC HS 40000), with their head position restrained by a chin rest. Distance between the subject’s eyes and the screen of the notebook (DELL 7500, 750 MHz) was 33 cm, resulting in the same visual angle of visual stimulation as inside the tomograph. The subjects’ task was to maintain central fixation in order to minimize eye-movements. The subjects’ instructions and positions rated closest to each of the visual locations were used for the fMRI experiment. During the initial location-spanning analysis, we compared all four stimulus locations remained constant and amounted to 20° of visual angle. The auditory stimuli were displaced towards the respective contralateral hemi-space. Auditory and visual stimulation onsets were synchronous.

2.5. Control of eye movements

To control for confounding stimulus-related eye movements, we used an infrared eye tracker to monitor eye movements in three of our subjects during the behavioral training session outside the tomograph. We found no detectable pattern of eye movements correlated with the locations of visual stimulus.
slowly expanded to a radius of 12° visual angle within 64 s. In the polar-angle mapping experiment, the checkerboard pattern consisted of a ray-shaped disk segment subtending 22.5° of polar angle. The ray started at the right horizontal meridian and slowly rotated clockwise for a full cycle of 360° (within 64 s). Each mapping experiment consisted of seven repetitions of a full expansion (each cycle lasting for 64 s) or 10 repetitions of rotation, respectively.

The analysis of the retinotopic-mapping experiment was conducted by the use of a cross-correlation analysis. We used the predicted hemodynamic signal time course for the first 1/8 of a stimulation cycle (corresponding to 45° visual angle in the polar mapping experiment) and shifted this reference function successively in time (time steps corresponded to the recording time for one volume, TR; see also Muckli et al., 2005). Sites activated at particular eccentricities and polar angles were identified through selection of the lag value that resulted in the highest cross-correlation value for a particular voxel. The obtained lag values at particular voxels were encoded in pseudo-color on corresponding surface patches (triangles) of the reconstructed cortical sheet. Based on the polar-angle mapping experiment, the boundaries of retinotopic cortical areas V1, V2, V3, V3A, and V4v were estimated manually on the inflated cortical surface.

2.9. Cortical-surface reconstruction and visualization

The high-resolution T1-weighted 3D recordings were used for surface reconstruction of both cerebral hemispheres of each subject (Kriegeskorte & Goebel, 2001). The white/gray-matter border was segmented with a region-growing method preceded by inhomogeneity correction of signal intensity across space. The borders of the two resulting segmented subvolumes were tessellated to produce a surface reconstruction of each hemisphere.

2.10. Cortex-based inter-subject alignment

To improve the spatial correspondence between subjects’ brains beyond Talairach space matching, the reconstructed hemispheres were aligned using curvature information reflecting the gyral/sulcal folding pattern (see van Atteveldt, Formisano, Goebel, & Blomert, 2004 for details). As demonstrated recently for a similar analysis tool (Argall, Saad, & Beauchamp, 2006), such a surface-based approach can help to improve t-statistics in the average activation map as compared to the volume average.

Fig. 2. Cortical regions sensitive to spatial congruency. (A) Analysis based on physical stimulation. Inflated representations are depicted of one subject’s cerebral hemispheres in lateral (lateral panels) and posterior views (medial panels). Statistical maps for the contrasts (physically) congruent > incongruent (in orange) and (physically) incongruent > congruent AV stimulation (in light blue) were based on multiple regression of group-averaged data (n = 7). (B) Analysis based on correct trials only. Inflated representations are depicted of one subject’s cerebral hemispheres in lateral (lateral panels) and posterior views (medial panels). Statistical maps for the contrasts congruent > incongruent (in orange) and incongruent > congruent AV stimulation (in light blue) were based on multiple regression of group-averaged data (n = 6). (C) Shows the mean BOLD-signal intensity changes during perception of spatially congruent (in orange) and incongruent AV stimulation (in light blue) for eight selected cortical regions from (B). All maps were significant at p < 0.01 (uncorrected).
Folded cortical representations of each subject and hemisphere were morphed into a spherical representation that provided a parameterizable surface for nonrigid alignment across subjects. The curvature information of the folded representation was preserved as a curvature map on the spherical representation. This folding pattern was smoothed along the sphere surface to provide spatially extended gradient information driving inter-subject alignment. Following a coarse-to-fine matching strategy, the alignment started with highly smoothed curvature maps and progressed to only slightly smoothed representations. While the alignment of major gyri and sulci was achieved reliably using this method, smaller structures, reflecting idiosyncratic differences between the subjects’ brains, were not completely aligned.

Cortex-based inter-subject alignment enabled us to align the time courses for multisubject GLM data analysis. Group-averaged functional data were then projected on inflated representations of the left and right cerebral hemispheres of a single subject (DL; see Fig. 2A). As a morphed surface always possesses a link to the folded reference mesh, functional data can be shown at the correct location of folded as well as inflated representations. This link was also used to keep geometric distortions to a minimum during inflation through inclusion of a morphing force that keeps the distances between vertices and the area of each triangle of the morphed surface as close as possible to the respective values of the folded reference mesh.

3. Results

At the behavioral level, subjects had classified on average 85.5% of all trials correctly, but incongruent trials (92.2% correct) were detected with a substantially higher accuracy than congruent trials (57.5% correct). As subjects’ performance was found to be markedly worse in the congruent condition, we conducted sensitivity analyses (d’ analyses) for each of our subjects. Table 2 lists these individual d’-scores that ranged between 0.68 and 3.13 (with a mean d’ [n=6] of 1.83). Three subjects (BV, GS, and MN) performed rather poorly and reached only low sensitivity values (d’ < 1.3). Moreover it seems that these subjects were employing a conservative response criterion that prevented a positive (i.e. ‘congruent’) response except in cases of high certainty. In order to use perceptually pure conditions we only used certified trials in later steps of data analysis (corrected).

Presentation of AV stimuli activated a distributed network of cortical regions in the occipital, temporal, parietal, and frontal lobes (Fig. 2). In a location-spanning analysis, we could reveal two independent networks whose activation reflected the degree of spatial AV congruency and incongruency in a complementary manner. Statistical maps for the contrasts congruent > incongruent and incongruent > congruent AV stimulation were based on multiple regression of group-averaged data. Separate analyses were based either on all trials (seven subjects; Fig. 2A) or on correct trials only (six subjects; Fig. 2B) and resulted in largely similar cortical activation maps (p<0.01, uncorrected). Regions showing a preference for spatial AV congruency (see orange-colored regions in Fig. 2) included left inferior temporal gyrus (ITG), intra-parietal sulcus (IPS), pre-central gyrus (PreCG), and dorsolateral pre-frontal cortex (DLPFC), and right posterior superior temporal gyrus/sulcus (pSTG/STS). On the other hand, retinotopic low-level visual regions (including V1) in bilateral occipital cortex showed a significantly higher BOLD-signal during spatially incongruent as compared to congruent AV stimulation (see light blue-colored regions in Fig. 2).

In a second step, our goal was to find separable foci of BOLD activation that corresponded to the four different locations along the horizontal meridian of the visual field. In order to carry out an analysis of single-subject data, we performed a retinotopic mapping procedure (see Section 2 for details) and defined the borders of retinotopic low-level visual areas for each subject individually. The horizontal meridian (i.e. where we presented our experimental stimuli) is represented at three distinct locations within human retinotopic visual areas V1–V3: in the middle of V1, at the border between dorsal V2 and V3, and between ventral V2 and V3. Using a surface-based analysis of the individual data sets, we identified those regions showing a BOLD-signal increase in response to our visual stimuli and overlapping with the respective cortical representations of the horizontal midline. We were able to separate foveal from peripheral activation by contrasting the response to each of our four visual stimulus locations [left (L), left-middle (LM), right-middle (RM), right (R)] and pooling the respective congruent and incongruent conditions for each of the locations. The mapping results are shown based on group-averaged data (n=7) in Fig. 3. For each of our visual stimulus locations, cortex-based group analysis revealed three distinct representations in the contralateral hemisphere. One of these representations consisted of surface patches extending from the border between dorsal V2 and V3 to the border between ventral V2 and V3, including parts of V1. The two other representations were located more laterally in LO (tentatively labeled lateral occipital) and dorsally around the IPS (see lower panels in Fig. 3 for the respective response profiles). While all these ROIs showed a highly significant location preference (p<0.0001, corrected), none of them showed a significant preference for spatially congruent or incongruent AV stimulation at the respective location of the visual field.

In a final step, we directly contrasted the spatially congruent and incongruent experimental conditions separately for each of our four visual stimulus locations. Only in the right hemisphere were we able to reveal subdivisions within the above reported visual location ROIs that showed a significant BOLD-signal increase in response to spatially incongruent as compared to congruent AV stimulation (p<0.001, uncorrected; Fig. 4).

4. Discussion

Employing BOLD-fMRI, we were able to reveal two distinct networks of cortical regions preferentially processing either spatially congruent (left ITG, IPS, PreCG, DLPFC, and right pSTG/STS) or spatially incongruent AV stimulation (bilaterial retinotopic low-level visual areas). A position-resolved anal-
Fig. 3. Mean cortical representations of the four visual stimulus locations. Group-averaged (n = 7) location maps were projected on inflated representations of one subject’s cerebral hemispheres (DL; shown in upper panels; view from posterior). Colors code for the different locations as follows: yellow, right (R); red, right medial (RM); blue, left medial (LM); green, left (L). For each of these locations, analysis revealed three distinct representations in the contralateral hemisphere. One of these representations consisted of surface patches extending from the border between dorsal V2 and V3 to the border between ventral V2 and V3, including parts of V1. The two other representations were located more laterally in LO (tentative label for lateral occipital) and dorsally around the posterior intra-parietal sulcus (IPS). For these ROIs, the mean BOLD-signal intensity changes (beta weights) are shown in response to each of our eight experimental conditions (lower panels). While all ROIs showed a highly significant location preference (p < 0.0001, corrected), none of them showed a significant preference for spatially congruent or incongruent AV stimulation.
Fig. 4. Retinotopic effects of spatial AV incongruency (right hemisphere only). (A) Group-averaged \((n=7)\) location maps \((p<0.05, \text{corrected})\) were projected onto inflated representations of one subject’s right cerebral hemisphere (as viewed from posterior). Colors code for the two different locations within the contralateral visual hemi-field as follows: blue, left medial (LM); green, left (L). In addition, group-averaged \((n=6)\) incongruency maps (as shown in lighter shades of the same colors; contrast: spatially incongruent > congruent; \(p<0.001, \text{uncorrected}\)) have been computed for each of the two locations, separately. These incongruency maps (based on analyses of correct trials) partially overlapped with the respective location maps. (B) For each of the overlapping regions from (A) (circles) mean BOLD-signal intensity changes are shown. Color code for the graphs—light blue: LM incongruent; dark blue: LM congruent; light green: L incongruent; dark green: L congruent.

Analysis revealed robust cortical representations for each of our four visual stimulus positions in contralateral visual areas V1, V2d/V3d, V2v/V3v, LO, and around posterior IPS. While these ROIs did not show any significant effect of spatial congruency, we found subregions within right hemisphere ROIs that showed a spatial AV incongruency effect (i.e. a higher BOLD-signal during spatially incongruent as compared to congruent AV stimulation).

4.1. Effects of spatial AV congruency

Our findings concerning spatial congruency involve two networks of cortical regions. At a lower level, we found activation in left IPS and right pSTG/STS, which is consistent with a number of other neuroimaging findings (see Amedi et al., 2005; Beauchamp, 2005; Macaluso & Driver, 2005 for recent reviews). As these areas are considered to be important heteromodal (or multisensory) integration sites, they are likely to detect spatial congruency between semantically related auditory and visual stimuli.

The second network, operating at a higher processing level, is constituted by frontal regions. At first glance, activation here could be due to a higher effort of the subjects during detection of spatial congruency, which might have resulted in a higher amount of task-directed attention resources (Corbetta & Shulman, 2002). This would be in line with our subjects’ behavioral performance differing significantly between the spatially congruent and incongruent conditions.
4.2. Spatial AV incongruency effects

A main result of our study was the observed effect of spatially incongruent AV stimuli in low-level visual regions. Although these regions might not be involved in detecting the spatial mismatch of AV stimulation, they might be affected as a consequence of this detected mismatch. Higher responses to spatially incongruent AV stimuli cannot be explained by intensity differences, since the compared experimental conditions consisted of nearly identical visual and auditory stimuli. The auditory stimuli were counterbalanced with respect to the different visual locations. While the activation of the aforementioned network of frontal regions (during spatially congruent AV stimulation) might indicate an employment of task-directed attention resources (Corbetta & Shulman, 2002), low-level visual areas show an AV incongruency effect. If it were the case that both networks participate in the same task-related operations, we should have found rather a congruency effect in low-level visual areas—which we have not.

In addition, our analyses revealed that subjects exhibited neural response patterns in low-level visual cortices that differed between the left and right hemispheres. While we found a rather robust retinotopic AV incongruency effect in the right hemisphere (as shown in Fig. 4), we were not able to reveal a similar incongruency pattern in the left hemisphere (at least when applying the same statistical thresholds). We assume that this mainly reflects the fact that subjects made substantially more errors during physically congruent AV stimulation within the left (58.3% incorrect) as opposed to the right hemi-space (29.2% incorrect). In other words: subjects had a stronger tendency to perceive our AV stimuli as being spatially incongruent during stimulation within the left hemi-space.

In sum, we conclude that the activation of retinotopic low-level visual areas can neither be explained by stimulus energy differences nor by the specific behavioral task requirements. Thus, the variation of spatial AV congruency is the most likely factor to cause this finding.

Which mechanism might be involved in the processing of spatially incongruent multisensory stimuli? We favor the hypothesis that the activation of low-level visual areas reflects rather automatic and rapid processes to resolve a spatial mismatch that has been detected at the level of heteromodal (or multisensory) regions (such as IPS and pSTG/STS). It is likely that these processes are controlled via feedback (Mesulam, 1998) from the aforementioned two networks—directly by the heteromodal regions and rather indirectly by the supramodal frontal network. This interpretation is supported by findings of studies investigating the timing of crossmodal spatial integration. McDonald, Teder-Sälejärvi, Di Russo, and Hillyard (2003) found a modulation of visual processing by a spatially varying auditory cue after 120–140 ms in the superior temporal cortex and 15–25 ms later in ventral occipital cortex. The authors conclude that this temporal pattern might reflect an attentional modulation of visual regions by recurrent feedback originating in heteromodal lateral temporal regions. Using MEG, Kaiser, Hertrich, Ackermann, Mathiak, and Lutzenberger (2005) reported a top-down driven modulation of low-level visual networks by higher posterior parietal regions during processing of incongruent AV speech. Our interpretation is fully in line with those two studies. What is more, spatial AV incongruency could be interpreted as a salient stimulus, which automatically attracts attention resources to the visual domain (Corbetta & Shulman, 2002; Kastner, Pinsk, De Weerd, Desimone, & Ungerleider, 1999). To resolve the detected incongruency with high speed, the involvement of low- to mid-level stages of processing appears to be advantageous. This level could be constituted by the reported network involving low-level visual areas, left IPS and right pSTG/STS.

Still, it remains unclear why the visual cortex seems to play such a prominent role in the processing of spatial incongruency. With regard to modality dominance, research has generally found that vision is dominant over audition for spatial perception (information reliability hypothesis; Schwartz, Robert-Ribes, & Escudier, 1998). In addition, modality appropriateness to the respective task (Warren, 1979; Welch & Warren, 1980) determines the direction of the crossmodal effect. In our case of spatial AV mismatch, the superior spatial resolution of low-level visual areas offers the most reliable information for successful conflict resolution.

In addition, one has to take into account that the employed biological stimuli are also semantically congruent. That is, the visual and auditory representations pertain to the same animal and are therefore not necessarily generalizable to all types of audio-visual processing (including, for example, synchronous combinations of abstract checkerboard and white noise stimuli). It is indeed well known from the literature on conceptual representations of living (versus non-living) objects that there is a substantial involvement of low-level visual regions in occipital cortex during processing of animals (compared to tools; e.g. Chao, Haxby, & Martin, 1999). However, it appears to be unlikely that the semantic AV congruency continuously present in our study contributed to the reported spatial AV incongruency effects, although one could easily imagine a substantial saliency increase for semantically incongruent AV combinations (e.g. a barking cow) that might strongly involve similar cortical networks. Considering the small number of subjects, the present findings have to be treated as preliminary. Future studies are warranted to test whether our interpretation can be generalized to different types of congruency and different modalities.

Thus, our favored interpretation can be summarized as follows: feed-forward processing involves unisensory auditory and visual cortices and is reduced whenever a spatial mismatch between visual and auditory stimuli has been detected at the level of multisensory regions (such as the IPS and pSTG/STS). In such a case the superior spatial resolution of the visual system is fully utilized via a feedback loop (down to V1) to re-direct attention resources to resolve the detected incongruency. This resulting interaction between low- and mid-level regions can be further modulated by frontal regions (e.g. DLPFC and PreCG), which enable the adaptation to the requirements of a specific task.
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